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The EU agenda for tax 
transparency

Pierre Moscovici says we are witnessing a generational 
shift when it comes to tax transparency in the EU and 

internationally



From the very beginning of my mandate as European Commissioner responsible for taxation, I have been in-
tent on pursuing a ‘transparency revolution’. I have been keenly aware of the need to inject more openness, 
more cooperation and more trust into taxation–in Europe and beyond. Why?

Because transparency is the bedrock of everything that we want to achieve in EU tax policy. It is essential for fairer 
and more effective tax systems that support growth and jobs. It is vital to ensure that countries can rely on sustain-
able revenues, without being undermined by opaque regimes elsewhere. It is central to creating a healthier and 
more competitive business environment, where all companies operate on a level playing field. And it is fundamen-
tal to re-establishing citizens’ confidence in our tax systems, which has suffered a blow in recent years due to revela-
tions of wide-scale tax evasion and avoidance, the latest one being the Panama Papers revelations.

Historically, the EU has a good track record when it comes to tax good governance. In fact, we have long been 
flag-bearers for transparency in the international arena. The EU was the first region in the world to apply the auto-
matic exchange of information as a tool against tax evasion – and we were active in encouraging international part-
ners to follow suit.

We rapidly enshrined the new global transparency standard into EU law, enabling member states to automatically 
exchange information on financial accounts from January 2017. We have signed ambitious transparency agree-
ments with our closest neighbours, including Switzerland, which effectively implement the global standard and put 
an end to bank secrecy in the European continent. We also have strict legislation in place to prevent money-laun-
dering and financial crimes, which we are going to further reinforce. On the corporate tax side, we have had an EU 
peer review system in place against harmful regimes for nearly 20 years, as well as important transparency require-
ments for the financial sector and extractive industries.



Nonetheless, recent media scandals of wide-scale tax abuse and public demands for fairer taxation called for new 
efforts to raise the bar of tax good governance even higher. This was a mission that the European Commission was 
more than happy to take up and it did not delay in delivering far-reaching and effective proposals. Thanks to these 
initiatives, and a new political will amongst member states to coordinate more closely on tax matters, the EU’s trans-
parency revolution is now advancing at full speed.

Transparency package
The Commission kicked off this new agenda towards greater tax transparency in March 2015, when I presented the 
ambitious Tax Transparency Package. At the core of the Package was a ground-breaking new proposal for the auto-
matic exchange of information on tax rulings. This proposal aimed to tackle the long-standing problem of secrecy 
around tax rulings, which frequently left one country unaware of the effect that another’s tax rulings were having 
on their own revenues. Companies exploited this opacity to avoid taxes, while certain countries appeared to delib-
erately use rulings to entice mobile profits away from the base of economic activity.

... the primary challenge now lies in securing this 
new tax transparency for the long-term



Our solution has been to develop robust new transparency provisions for tax rulings in the EU, going beyond any 
measures that had been agreed at international level. Under the new legislation, member states must systematical-
ly share pre-defined information with each other on all of their cross-border tax rulings and pricing arrangements, 
including those made in the previous 5 years.

Authorities cannot refuse to share the information and must provide additional details to any member state that 
may be affected by the ruling. The Commission will have access to certain data on the shared information, so that 
it can monitor the application of the rules and take swift action if there are any lapses. This greater transparency on 
tax rulings will put an end to the secret ‘sweetheart’ deals of the past and should deter companies from using rul-
ings to shift profits.

In short, it is a significant victory in our campaign for fairer corporate taxation. The proposal was adopted by EU Fi-
nance Ministers after just 7 months of negotiation, sending a positive signal that member states were ready to get 
behind the EU drive for greater tax transparency, and it will enter into force in January 2017.

CBCR
Continuing with the quest for more openness and cooperation between tax authorities, the Commission’s next ma-
jor transparency initiative came in January 2016. As part of a wider package of measures to combat corporate tax 
avoidance, I proposed that national tax authorities should exchange country-by-country reports on multinationals’ 
tax information. Country-by-country reporting between authorities had already been endorsed internationally, un-
der the OECD’s Base Erosion and Profit Shifting (BEPS) project.

My goal was to ensure that it was swiftly, smoothly and fully implemented throughout the EU in a coordinated 
manner. In practice, the parent company of a multinational group will have to provide its member state of residence 



with a report on key information for the entire group. The report should detail the revenues, profits, taxes paid and 
accrued, accumulated earnings, number of employees and certain assets of each company in its group. These re-
ports will then be shared with all other member states where the group operates. To ensure a level playing field, the 
new rules have a wide scope, covering any multinational - European or otherwise - that is active in the EU internal 
market.

Here again, these new transparency rules were adopted by member states in record-time and will come into effect 
from next year. They will make an important contribution to fight against corporate avoidance, by providing tax au-
thorities with crucial information to better target their tax audits and identify aggressive tax planning schemes.

Public CBCR
While greater cooperation and information exchange between tax authorities is critical in combatting cross-border 
tax abuse, the Commission was also conscious of the need to extend the transparency net wider. The public de-
mand for access to companies’ tax information grew louder with each new headline of wide-scale tax avoidance–
and I shared this ambition for full transparency and actively advocated for it.

In April this year, the Commission proposed public country-by-country reporting for all large multinationals oper-
ating in the EU internal market. A challenge in developing this proposal was to find a way of providing citizens and 
civil society with the information they expected, while also protecting the competitive interests of EU businesses.

The right balance had to be found: I am convinced that we successfully did so. I indeed believe that we rose to this 
challenge with provisions that are both ambitious and well-balanced. Our proposal will require any multinational 
with global revenues exceeding €750 million a year and a presence in the EU to publish a specified set of tax-related 



data online. They should provide a separate report for every member state in which they are active, and an aggre-
gated report for their activities outside the EU.

To intensify the scrutiny on tax havens, multinationals will also have to provide a detailed report of activities in any 
country listed as a problematic tax jurisdiction by the EU. These public reporting requirements are primarily aimed 
at making large multinationals more accountable on the taxes they pay. I am also convinced that they offer many 
benefits to businesses themselves. Not only will they help to restore public trust in corporations’ tax practices, but 
they will also reinforce the level-playing field for all companies in the Single Market.

Many companies are already publishing their tax information on a voluntary basis and these binding EU rules will 
put them on an even footing with their less transparent counter-parts. The proposal for public country-by-country 
reporting is now being negotiated by member states and the European Parliament, and hopefully it will soon be 
part of EU law. Once it is, the EU will once again be breaking new ground and leading by example internationally in 
the field of tax transparency. 

Post-Panama initiatives
Despite these achievements, our transparency campaign is far from over. The recent Panama Papers scandal re-
vealed that loopholes still exist in the international tax system, which allow funds to be concealed offshore and arti-
ficial arrangements to be used to escape taxation. It confirmed that there is still work to be done on tax transparen-
cy for companies and individuals, in the Single Market and beyond. In this respect, three areas must be prioritised.

First, as confirmed by the G20 in April 2016, we need to improve the transparency requirements on beneficial own-
ership, so that tax authorities can identify the ‘real live’ person behind opaque companies and trusts. The Com-
mission will propose stronger provisions for beneficial ownership before the summer, within the EU’s anti-money 



laundering framework, and will back international efforts to launch the automatic exchange of information in this 
area–which all 28 EU countries support.

Second, we must address the question of advisors or enablers and how to ensure better oversight of their activities 
and hold them accountable if they assist in or promote aggressive tax planning schemes. While this is a complex 
task, it is too important to shy away from. So the Commission has already started to examine possible options to 
deal with those that facilitate and enable tax abuse, and will encourage the EU’s global partners to do the same.

Third, we must ensure that the new global transparency standard – the Common Reporting Standard – is fully and 
properly implemented worldwide. This will provide tax authorities with a powerful instrument to detect and deal 
with evasion and – if applied worldwide – will leave tax evaders with nowhere to hide. The important point here is 
that transparency cannot have boundaries; if some countries ‘opt-out’ of the new global framework for more open-
ness and cooperation on taxation, the whole structure comes crumbling down. This is no longer acceptable, and 
will no longer be accepted.

EU blacklist
In the EU, we have taken our tax good governance commitments seriously, and followed through with concrete ac-
tion and binding law. Now we expect our global partners to do the same. The OECD and G20 can be applauded for 
their work to push this agenda forward and the EU actively supports them in this work. In fact, in January, the Com-
mission tabled a new External Strategy, through which the EU will draw on every available instrument to promote 
tax good governance standards worldwide.

A key initiative in this Strategy is the development of a common EU blacklist, to deal with countries that refuse to 
meet the required standards of transparency and fair taxation. This new EU blacklist will be based on clear and in-



ternationally justifiable criteria and on a robust screening process, and will be backed by countermeasures for listed 
countries that refuse to comply with international standards. Work on this listing process will start this summer, with 
a view to publishing a first list in 2017.

I firmly believe that an EU blacklist, with 28 member states behind it, will provide a real deterrent for countries that 
refuse to come on board in the global move towards fairer and more transparent taxation. Moreover, the G20’s re-
cent – and very welcome - call for an international blacklist gives additional value to this new EU listing process. It 
offers the EU a chance to, yet again, pave the way and provide a robust model for the international list to be built 
on. The EU will work very closely with the OECD to this end. And I will remain very ambitious on this EU listing pro-
cess, to make sure that we deliver rapidly and completely.

Conclusion
We are witnessing a generational shift when it comes to tax transparency, in the EU and internationally, and wit-
nessing improvements at a pace that would have been unheard of even a decade ago. While much has been 
achieved and more is still to come, I believe that the primary challenge now lies in securing this new tax transparen-
cy for the long-term. In the EU, we are doing this through binding new legislation and ambitious coordinated initia-
tives.

However, to be truly successful, the transparency revolution must be global. The EU will continue to work closely 
with its international partners to achieve this – and put due pressure on those that drag their feet – so that we can 
cement much-needed changes and deliver the fairer and more transparent taxation that citizens worldwide are 
waiting for. This will remain my priority for the coming months and years. ■

Pierre Moscovici is European Commissioner for Economic and Financial Affairs, Taxation and Customs



Why the Confederation 
can’t solve the Union’s 

problems

Benjamin Zeeb and Julia Berghofer discuss multiple 
crises in Europe and argue that Europeans have 

to build up a political union that is able to defend 
common interests by means of democratically 

legitimised institutions



Europe finds itself in the middle of its deepest crisis since the end of the Second World War. We hear this sen-
tence (or similar) quite often in these days. Amongst eurosceptics this causes enthusiasm: the European 
building finally begins to tremble. They regard the collapse of the EU as the desirable and inevitable end of 
a misguided European project. On the other side, within the pro-European educated elite the concerns are 

swept aside as alarmism, as part of another crisis discourse the European integration process has already passed 
through many in the past 50 years.

The problem is, however, that the sentence is true. The current crisis is different from others. It is not a result of po-
litical rhetoric nor primary a discursive phenomenon. The tanks are rolling in Ukraine regardless of whether we talk 
about them or not; the despair of the unemployed youth in Spain and Greece is real and not only a statistical fact, 
not just an argument used in the academic debate about the smooth functioning of monetary unions.

What is even more serious is the fact that we are not talking about one single crisis but about multiple crises. This is 
what makes the current situation particularly critical and dangerous. The crises manifest themselves on a number of 
fronts. A Greek debt haircut has been postponed until 2018, leaving Greece to suffer for another two years, while no 
real solution to the eurozone’s economic and structural woes is in sight. Vladimir Putin recently ended up his winter 
military campaign in Syria and is now going on with provocative aerial manoeuvers over the Baltic Sea.

A second wave of immigration from failing states like Eritrea, Somalia and Nigeria has just begun to unfold since 
weather is getting warmer again, and it already claimed many victims in the Mediterranean. Furthermore, there is 
the British referendum over a possible Brexit that will bother us in the next few months. The already little amount of 
political leadership in Europe exercised by Angela Merkel is slowly vanishing in the light of the first substantial gov-
ernment crisis she has to deal with during her term.



The relapse into national ways of thinking and acting has already become apparent. For instance, the Netherlands 
overtook the EU Council Presidency for the fourth time at the beginning of the year. The prior presidencies have 
usually been regarded as a political success for the Dutch. They have proven their skills in 1991, 1997 and 2004. In 
1991 and 1997 the Netherlands was in charge of crucial treaty negotiations, resulting in the Treaties of Maastricht 
and Amsterdam. In 2004, the Dutch succeeded in opening negotiations with Turkey. This time, only few people in 
the Netherlands know that their country has overtaken this rather delicate task by January 2016 because national 
topics prevail.

Thus, the April referendum in which the Dutch rejected the trade agreement between the EU and Ukraine, was the 
priority on the agenda, not a pan-European strategy to deal with the refugee influx. At the same time, Poland estab-
lished a right-wing and anti-European government, which may represent some kind of punishment of former prime 
minister and EU council president Donald Tusk’s rather Europe-friendly politics within the prior legislative period. 
The same Donald Tusk recently stated that “one European nation, this was an illusion”.

Europeans have to build up a political union that is 
able to defend our common interests by means of 
democratically legitimised institutions



In Austria, the far-right Freedom Party (FPÖ) recently won the first round of the presidential elections, with the es-
tablishment candidate only barely carrying the final vote. In 1999, the EU imposed diplomatic sanctions on Austria 
when the same FPÖ entered the government. Today, no one in Brussels considers freezing bilateral relations with 
Hungary because of Victor Orbán or with Poland because of Beata Szydło. Although the 1999 sanctions have un-
leashed violent arguments among supporters and opponents, the EU was still able and willing to react to the Aus-
trian far-right wing takeover.

Now member states have to deal with the right wing problem on their own. And despite of the EU-Turkey deal, 
some nations are unilaterally destroying the Schengen area by building up fences to protect themselves from un-
controlled refugee influx. Member states are letting each other down and the relapse into national thinking pat-
terns is evident.

Nevertheless, the pro-European part of the debate is rather willing to simply wait until the storm is over than to 
accept that the dominance of national perspectives puts the whole integration process at risk. The European prob-
lems cannot be solved by a confederation of states where there is no consensus about to what extent Brussels or 
Berlin should influence national politics. This has become obvious at latest with the unsteady maneuvering be-
tween border openings and closings.

In that sense, there are clear signs that Europe could fall back into old patterns, that is the state of nationalism, with-
in a short period of time, and hence maintain a mere selective cooperation with fellow European states in a loose 
confederation. While eurosceptics would be happy with this scenario, the advocates of an ‘ever closer union’ do not 
take it seriously. Yet, the erosion of the European integration project and the new rise of the nation-state is a pos-
sible alternative that looms very large now. But still the pro-Europeans treat the current crises as if it was just a set-



back for an otherwise intact integration process and not as an urgent problem that calls for substantial solution – a 
solution which presupposes a strong European government.

In accordance to this logic that falls short of reality, the refugee crisis is mainly a problem because it undermines the 
Schengen principle and the social deficits in Southern Europe are critical because they challenge the functionality 
of the euro. European experts draw absurd comparisons by equating the French and Dutch “non!” in the referen-
dums on a European constitution in 2005 with the euro and the refugee crises. It is then nothing but another stum-
bling block on the way to a political union that will eventually come about. However, will the political union ‘hap-
pen’ automatically? By no means.

Pro-EU voices prefer to maintain the approach of slow integration although this no longer works. On the other 
hand, experts regularly emphasize that there is ‘no majority at the moment’ for implementing substantial reforms 
that would be necessary for Europe to get back to its former scope of action and to deal with its various problems. It 
sounds like Brussels and Berlin are only waiting for the tide to turn. They believe that once the storm is over and the 
fat years are back, they could discreetly return to the mode of slow integration.

But the path of a slow and continuous process leading to an ‘ever closer union’, the European integration followed 
for decades has come to its logical end, especially in those two sectors that affect the core of national sovereignty at 
most: fiscal and foreign policy. Regarding the former, the European member states gave up their national sovereign-
ty to take autonomous decisions once they have joined the common currency. Yet, they did not delegate this deci-
sion-making power to a higher institution. It has simply diffused, somewhere between the capitals and the Europe-
an bureaucracy with the latter not having any legitimacy nor resources to intervene effectively. Hence any political 
action degenerates into a symbolic act and has to celebrate every unproductive compromise as success as long as it 
only delays the bitter end of the story.



The remaining two institutions that are still working halfway effectively, the ECB and Wolfgang Schäuble’s Euro-
group, obviously lack legitimation. Thus, to produce a minimum consensus they have to operate behind closed 
doors. Transparency becomes impossible and detrimental in terms of reliable negotiation results. Europe faces a bi-
nary decision: zero or one. A full democratic union or the return to the nation-state, without Schengen and without 
the euro, eventually also without Brussels.

There is no doubt about the fact that Europe in its present shape cannot deal with the crises. There are far too many 
national formulas for mitigating pan-European problems to produce effective outcomes. It is also an illusion that 
these problems simply disappear in the medium-term or will be solved somehow or other in the near future. State 
unions do not evolve through an evolutionary process; instead they are the result of a ‘big bang’. They are triggered 
by events not processes. Even in Germany the 1933/34 tariff union did not automatically cumulate in national unifi-
cation within the subsequent six decades, but it was the result of a series of relentless wars Bismarck fought against 
neighbouring countries. The current strategy for political integration in Europe on the other hand is a long-term 
engagement that does not finally lead to marriage; instead it will all end in tears.

Yet this insight has found few supporters and even though many experts know that the EU’s most obvious con-
struction faults prevent us from solving our problems they do not give up the ancient narrative of slow progress. We 
have been worrying about the EU’s democratic deficit throughout many years but little has been done to overcome 
these weaknesses. Originally used for describing the lack of parliamentary representation, this term has broadened 
to a range of issues related with the inner shape of the EU. After the failed referendums in the Netherlands and 
French over a European constitution, European politics was waiting for an opportune moment to move on with a 
constructive integration process that will help to overcome Europe’s architectural deficits.



Today, even politicians like Joschka Fischer who usually look at the European crisis with the necessary foresight are 
becoming more cautious. During a panel discussion in Berlin, Fischer spoke about “seemingly safe points of retreat”. 
He believes that there are some minimum positions the rro-Europeans have to defend against the threatening 
waves of new nationalisms: Schengen, freedom of movement, the euro.

But there will not be a minimum consensus for Europe nor an ‘opportune moment’. The European Union needs sub-
stantial reforms to turn its struggling façade into a stable building. The way to implement these institutional chang-
es requires a pan-European solution and legitimation. Either we establish a government of the eurozone endowed 
with full scope of action and legitimised by European elections, or we watch how it gets rid of itself. Until we find 
the political will to starts reforms, each and every national election will be a potential catastrophe. Disintegrative 
powers may prevail only once to destroy everything we built up during decades. In this situation, (national) democ-
racy could be a systemic risk; and waiting will only worsen the situation.

We must now launch an offensive and take advantage of the crisis. One substantial requirement is to take the return 
to the nation-state as an alternative to a malfunctioning EU seriously. Europe already existed in this shape in the 
past and it is absolutely possible that it returns to a similar arrangement in the future. The example of the Holy Ro-
man Empire proves that there is no automatism, no invisible force that keeps the continent united in the end.

We need to avoid the ‘national solution’ although it is at least more conceivable than the continued existence of 
the EU in its present form. Even relatively large members of the union would dwarf on the international level. The 
increase in sovereignty will only be formal and it will not contribute to a broader political participation of the Euro-
pean citizens, because it will be difficult to enforce their national interests against powerful rivals like Russia, China, 
but also against the Atlantic partners in times when the EU is about to break apart.



So, if the status quo is untenable and the sole alternative is undesirable, the decision is easy: we as Europeans have 
to build up a political union that is able to defend our common interests by means of democratically legitimised  
institutions. ■

Benjamin Zeeb is the CEO of the Project for Democratic Union, and Julia Berghofer is an author at the 
PDU
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Important steps made 
towards a Digital 

Single Market

Andrus Ansip writes that the European Commission 
has made a major advance towards creating a true 

Digital Single Market for Europe with two new 
packages of initiatives



In May, the European Commission made a major advance towards creating a true Digital Single Market (DSM) for 
Europe, with two new packages of initiatives.

The first will boost cross-border online trading across Europe: removing barriers, raising consumer confidence 
and ending discrimination. The second responds to new digital realities, with a modern policy approach to online 
platforms and broadcasting rules.

Both packages reflect commitments that the Commission made in its DSM strategy that I presented one year ago. 
Both are vital for a properly functioning DSM across all countries of the European Union.

Let me begin with the e-commerce package. We want to open up the e-commerce market so that it becomes tru-
ly pan-European, with fair conditions for consumers and business across the EU’s internal borders. While more and 
more goods and services are traded over the internet, cross-border online sales within the EU are only growing 
slowly.

This should change. Consumers as well as businesses deserve better. They should not be limited to their domestic 
markets. They should be able to make the best of the opportunities offered by Europe’s single market in the digital 
age. Our package addresses three main areas:

• first: it will prevent unjustified discrimination, online as well as offline. In a true single market, you should 
not be discriminated against based on your nationality, residence or place of establishment.

However, that does not mean making companies sell or deliver goods in every EU market. But if a consum-
er comes to their online store, they should be treated as if they were locals – not treated differently. But 



this would not include the obligation to deliver: traders would not be required to deliver cross-border but 
sell to them as to customers from their own country.

• second: it will increase transparency of parcel delivery prices, encourage competition, and make regulato-
ry oversight of cross-border parcel delivery services more effective.

This will help consumers get a better and affordable deal, also a wider choice. It will help small e-retailers 
to reach new customers. It will create more business for delivery providers. And to be clear: there is no in-
tention of imposing a single price across Europe.

• third: our package will raise consumer and SME trust in e-commerce by clarifying the nature of unfair 
commercial practices and strengthening the enforcement of consumer rights across borders. It will also 
strengthen cooperation between national consumer protection authorities.

Both packages... are vital for a properly functioning 
DSM across all countries of the European Union



Together, these measures aim to remove the main barriers to e-commerce. Online platforms are a new reality to 
which Europe should respond - and should embrace.

In a short time, they have transformed our daily lives: how we sell, shop and travel; how we learn, create and are en-
tertained. They bring many benefits to consumers, to wider society, to industry, business and SMEs.

The guiding principle and objective is to create the right conditions for platforms to innovate, scale up and grow in 
the DSM. But they should do so in a fair and open atmosphere. That means equal conditions for fair and open com-
petition.

Everyone involved in the market – traditional and online service providers – should play by the same rules, with no 
discrimination. Our assessment has shown that platforms are innovative, have a positive impact on our economy, 
and increase competitiveness. It shows that the EU is quite good in areas such as the app economy, health, finance 
and the collaborative economy. In order to thrive, all platforms - including European ones - need a legal environ-
ment that gives them certainty.

This is why we are very clear in our communication: there will be no horizontal new regulation or regulator for plat-
forms. We will not change the current e-commerce framework and its liability provisions.

Of course, platforms - as well as all internet providers and online intermediaries - have to respect EU law and funda-
mental rights. They also have to act responsibly regarding content, and keep their activities transparent. These are 
important principles.



This is why we are taking a problem-driven approach. It means that if we see an issue with platforms in relation to 
copyright, we solve it in our copyright rules. If there is an issue related to telecoms, we solve it in our telecom pack-
age.

The first steps in this have already been taken, with our proposal on the audio-visual media services directive, where 
online platforms are a part of this instrument’s new scope.

The principles that I mentioned also apply to broadcasting, where the significant presence of online platforms and 
video-on-demand providers has transformed viewing habits and behaviour. EU rules need to change to reflect this 
new reality – and make sure that everyone follows the same rules.

Since it has worked well, there is no need to change the ‘country of origin’ principle. Media service providers will 
continue to be subject to the rules of the country where they are based. Our proposal will also bring more flexibil-
ity to advertising rules, and bolster our efforts to promote European creative work by raising its prominence. It will 
strengthen protection of minors who go online to view content. It will strengthen the role played by national media 
regulators.

I look forward to working closely with the European Parliament and EU member states so that together, we can turn 
these two important packages of proposals into a reality. They are essential for building the DSM that Europe needs: 
one where all Europeans will gain. ■

Andrus Ansip is Vice-President of the European Commission in charge of the Digital Single Market



Europe’s digital 
transformation

Measures designed to speed up the digital 
transformation of industry should remain at the core of 

what the EU is trying to achieve, John Higgins writes



In the build-up to the unveiling of the Digital Single Market (DSM) strategy in May 2015 DIGITALEUROPE urged 
the European Commission to focus its efforts on preparing Europe’s economy for the digital transformation. The 
package of initiatives announcement in April this year does just that. We are getting to the meat of the DSM, and 
not a minute too soon.

At a recent DIGITALEUROPE event in Brussels the final panel discussion involved speakers from agriculture, auto 
manufacturing and financial services, talking about how digital technology is already redefining their industries.

Just three years ago discussions about how drones and automated tractors can improve farmers’ efficiency, how 
3D-printed car parts can help build cars tailored to local market conditions, or how a phone could replace a bank 
card would have sounded like science fiction.

It involves science but it’s not fiction. These are just a few examples of how the digital transformation is already 
underway. The package of initiatives unveiled in April correctly identifies some of the core elements of the digital 
transformation. And contrary to what some feared, it isn’t a rush to regulate.

Similarly, a second tranche of initiatives focusing on the consumer side of the Digital Single Market was unveiled 
near the end of May. Again, the Commission has resisted pressure to propose new legislation in the area of online 
platforms. So far so good.

While the consumer-oriented initiatives announced in May are necessary in order to build the DSM we would still 
argue that measures designed to speed up the digital transformation of industry should remain at the core of what 
the EU is trying to achieve. The announcements in April are therefore what we are more interested in.



And in that context the European Commission has made some pragmatic suggestions how Europe should make 
better use of the technologies on offer. For example, innovation in the areas of high-performance computing and 
cloud needs to be encouraged in an inclusive way if companies from all corners of the economy are to take advan-
tage of the ever-increasing power of computers.

The Commission proposed creating ‘innovation hubs’ around Europe. This is an excellent idea. To be truly effective 
they will need to be embraced by Europe’s business community. We’ve seen really great examples of this in some of 
Europe’s leading cities, especially London and Berlin. Their lead must be followed by others.

The focus on developing digital skills is also to be welcomed. It is important to ramp up efforts to ensure Europe has 
the digital skills we need to make the most of the digital opportunities. I would add that policy makers and educa-
tors themselves need training to appreciate the impact of new technologies.

The European Commission is on the right track to 
tackling the obstacles that stand in the way of Europe’s 
digital transformation but efforts but in the public 
and private sectors needs to be speeded up



The inclusive approach seen in the cloud initiative is also evident in the approach to ICT standardisation laid out by 
the Commission, with its emphasis on collaboration between public and private sectors.

We have a unique opportunity to master digital for the benefit of all Europeans. The digital industry will play its part 
but we need a business and policy environment that maximises our chances to take advantage of this opportunity. 
The announcements by the Commission are a good step in the right direction.

DIGITALEUROPE wants two things for Europe; first, for us to get the best from digital – to have strong productive 
economies, efficient public services and citizens enjoying digital technologies as part of their daily lives. And sec-
ond we want Europe to be a great place for the digital sector – including DIGITALEUROPE’s members – to thrive and 
grow. Put simply – ours is a vision of a Europe that has mastered digital.

We see around us everyday the great promise that digital technology offers. We watch the transformation of great 
European businesses. We hear about new tech, and tech-driven businesses growing and thriving, and we see the 
increasing attractiveness of many European cities and regions to investors. But are we doing enough to harness the 
potential of digital technologies, and are we doing it fast enough?

DIGITALEUROPE measures the DSM elements against a set of principles we think are pre-requisites to achieving our 
vision – the masters of digital vision:

Does the initiative take us towards a single market fit for the digital age? Does it break down national silos?

Will it encourage innovation and entrepreneurship?



Is the initiative simply shielding the status quo from change? For example, by protecting an incumbent 
industry or national icon, or trying to protect jobs threatened by technological progress or just new fair 
competition? 

Are new rules really needed or could existing rules be used more effectively? And if they are needed have 
the policymakers designed them in the least burdensome, and most straightforward way possible?

Does the initiative recognise the global nature of digital? If so will it encourage European companies and 
citizens to want access to products, services and customers from around the globe? And will it allow Euro-
pean businesses to take advantage of a global approach to standards?

Finally, and most important of all, will the DSM encourage economic growth and the creation of good 
quality European jobs?

April’s Digital Transformation-related announcements appear to uphold most of these principles. The emphasis on 
collaboration with industry that runs through all of them bodes well for Europe’s on-going digital transformation, 
but whether or not they create quality jobs and spur growth has yet to be seen. And to a large extent it depends on 
how long the measures the Commission is proposing will take to realise.

While policymakers work to get the DSM up and running, industry isn’t waiting. The boundaries between industry 
sectors are blurring. Digital technology companies are entering other sectors, with new value propositions. This 
means that value is being reshuffled among business partners, old and newcomers, and across the value chains.



There are many opportunities to be grasped and challenges to be faced by both new and traditional players across 
industries as smart products and services become the norm and the benefits of data driven growth become in-
creasingly apparent. Accelerating the uptake of big data and developing digital platforms at EU level is therefore 
crucial for all industry players, old and new, to increase their competitiveness. But first, what do we mean by the 
terms ‘big data’, ‘analytics’ and ‘digital platforms’?

Big data has no single internationally recognised definition. Most definitions are based on the three ‘V’s: Volume (a 
reference to massive data stores measured in petabytes; Velocity (the requirement for real-time collection/analysis 
of data); and Variety (the generation of data in diverse formats from a variety of collection mechanisms).

Analytics is complementary to big data, as it is the process of examining the data sets using algorithms. It is defined 
as the use of mathematics and statistics to drive meaning from data in order to make better decisions.

There are three kinds of analytics: descriptive analytics tell what happened in the past but not why it happened or 
how it might change; predictive analytics uses the past data to model future outcomes; and prescriptive analytics 
advise on the best outcomes considering several scenarios.

Digital platforms provide the technological basis for delivering or aggregating services/content and mediate be-
tween service/content providers and end-users. They integrate the components of industrial value chains in a 
seamless communication between interoperable business processes (eg. design, production, sales, logistics, main-
tenance).

Europe must encourage the development of competitive B2B digital platforms by setting the right enabling condi-
tions for their inception and by creating the right framework conditions for their growth.



Data-driven innovation is unlocking new opportunities for Europe to grow its economy and address pressing social 
challenges. Digital platforms have already become an indispensable tool for the use of data. Digital platform provid-
ers are playing an increasingly central role in the value chain and in value generation. In the near future all EU indus-
tries will have to focus on value creation through digital platforms.

The Strategic Policy Forum on Digital Entrepreneurship, a think tank set up by the European Commission of which I 
am president, published a report in April called Big data and B2B digital platforms: the next frontier for Europe’s indus-
try and enterprises.

The report sheds light on how big data and digital platforms can help transform European industry, using three as 
examples: automotive, healthcare and mechanical engineering, and it makes a series of recommendations to help 
speed up the process of digital transformation.

These include the appointment of Chief Data Officers in each EU member state to take best advantage of Big-Data 
and to promote data quality and standards, as well as to provide guidance to firms struggling to navigate the com-
plex legal landscape for the handling of personal data; to promote European digital identity (E-ID) management 
solutions for people and objects; and to carry out sector-by sector analysis of the opportunities for developing Eu-
ropean business-to-business digital platforms.

In the automotive industry, for example, it is estimated that in the coming years 30 to 40 per cent of the value in the 
automotive value chain may pass through digital platforms. Digital players already have access to ‘driver data’, pro-
duced by people using services offered in connected cars (e.g. insurance, entertainment, social media, health and 
well-being data). Car manufacturers and digital players are partnering to use context data to offer new services, but 
are also competing for control of this data.



In the healthcare industry sensors allow the rise of new innovative business models, which are re-designing health 
management. The pharmaceuticals value chain is being heavily reshuffled to allow for personalised monitoring and 
performance-based drug production.

All this data populating digital platforms raises obvious security and privacy concerns. Digital innovations, such as 
connected cars, mobile health solutions using smart phones, together with the sharp rise in numbers of devices in 
networks, now offer an even broader scope for hackers and espionage. Security is becoming a real concern.

Global scandals related to data privacy and lack of accountability in data management risk damaging citizens’ trust 
in data security. That cannot be allowed to happen. New generation security solutions are not adopted fast enough 
by industry. Solutions to manage digital identities are imperative to ensure the full transition to trustworthy and 
efficient e-commerce solutions.

A digital identity interoperable at EU level would include all information that uniquely describes an entity, a person 
or a device. This legal digital ID (E-ID) would include similar properties as ID cards and serve the purpose of identity 
verification and data authentication.

E-ID has been talked about for many years, and governments have shown a keen interest in using E-ID for citizens’ 
online interaction with public services. Similarly, small and medium size firms are keen to explore its use in the pri-
vate sector.

But for E-ID to make a significant contribution to an improved security environment there needs to be cooperation 
across borders within the EU. E-ID will only fulfill its potential if a fully interoperable, EU-wide system emerges, and 
that remains a long way off.



The European Commission is on the right track to tackling the obstacles that stand in the way of Europe’s digital 
transformation but efforts but in the public and private sectors needs to be speeded up. ■

John Higgins is Director General of DIGITALEUROPE
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Central banks and 
digital currencies

Ben Broadbent looks at innovation in private sector 
digital currencies, asks what is a central bank digital 

currency, and what might be the implications of 
introducing one



Introduction
I’m going to write about money. This should be a routine topic for a central banker, particularly one whose job title 
includes the word ‘monetary’. It’s nonetheless ground on which one treads with a bit of trepidation. That’s partly 
because some of the big questions involved – what money is, why it exists, how and by whom its supply should 
be governed – seem to evoke very strong opinions. Even the great economist John Hicks, formerly of the LSE, con-
fessed in the 1930s to some nervousness about expressing his views about the matter: “It is with peculiar diffidence 
and even apprehension that one ventures to open one’s mouth on the subject of money”.

It’s also because my particular focus – so-called ‘digital’ currencies, including the possibility of a central bank variety 
– is an area of active interest and research, including at the Bank of England. So rather than write an article on mon-
etary theory, or pre-empt the results of ongoing thinking on this issue, I’ll seek to make only a few very broad, con-
ceptual points, touching on the following questions: what is the key innovation in private-sector digital currencies 
such as bitcoin? what is a ‘central bank digital currency’? and what might be the economic implications of introduc-
ing one?

I’ll be brief about the first, not least because there are good, more detailed descriptions elsewhere – including in 
two excellent articles by Bank economists, published some time ago in the Quarterly Bulletin. The main point here is 
that the important innovation in bitcoin isn’t the alternative unit of account – it seems very unlikely that, to any sig-
nificant extent, we’ll ever be paying for things in bitcoins, rather than pounds, dollars or euros – but its settlement 
technology, the so-called ‘distributed ledger’.

This allows transfers to be verifiably recorded without the need for a trusted third party.  It is potentially valuable 
when there is no such institution and when verifying such information on a multilateral basis is costly.



Acting as a trusted third party is precisely what a central bank does. It performs that role only for one particular as-
set, central bank money (ie. reserve deposits held largely by commercial banks at the central bank). But the function 
goes right to the heart of what central banks do and how they came about. And if a private-sector digital currency 
uses the technology to substitute for a third-party clearer, the central bank counterpart would do the opposite. The 
aim would be to widen access to the central bank’s balance sheet, beyond commercial banks. There’s no rigid cor-
respondence here:  in principle, one could introduce the technology and preserve the current arrangements, under 
which it is commercial banks that hold central bank deposits; it’s also possible to increase the number of counter-
parties without it. But the distributed ledger would probably make it easier to do so. That might mean adding only 
a narrow set of counterparties – perhaps a wide range of non-bank financial companies, say. It might mean some-
thing more dramatic: in the limiting case, everyone – including individuals – would be able to hold such balances. 
So although they might share the same technology, and the same name, the private and central-bank versions of a 
digital currency are actually rather different. The one would expand what the other seeks to replace.

As far as its economic effects are concerned, my guess is that much would depend on how exactly a central bank 
digital currency (CBDC) is designed – and in particular the extent to which it competes with the main form of mon-

Digital currency... offers an entirely new way of 
exchanging and holding assets, including money



ey in the economy, commercial bank deposits. As individuals, we already have the ability to hold claims on the cen-
tral bank, in the form of physical cash. If all a CBDC did was to substitute for cash – if it bore no interest and came 
without any of the extra services we get with bank accounts1 – people would probably still want to keep most of 
their money in commercial banks. 

But even then it’s likely you’d see some money moving out of existing deposits. That drain would be greater the 
more closely a CBDC resembles a genuine bank account. One imagines it would also be counter-cyclical – resources 
would flow out of commercial banks during times of financial stress, back towards them when risk aversion is low.

Shifting deposits to the central bank, and away from the leveraged commercial banking sector, has two important 
implications. On the one hand, it would probably make them safer. Currently, retail deposits are backed mainly by 
illiquid loans, assets that can’t be sold on open markets; if we all tried simultaneously to close our accounts, banks 
wouldn’t have the liquid resources to meet the demand. The central bank, by contrast, holds only liquid assets on its 
balance sheet. The central bank can’t run out of cash and therefore can’t suffer a ‘run’.

On the other hand, taking deposits away from banks could impair their ability to make the loans in the first place. 
Banks would be more reliant on wholesale markets, a source of funding that didn’t prove particularly stable during 
the crisis, and could reduce their lending to the real economy as a result.

This is the really main point I want to get across. Some suggest that central banks will have to issue their own dig-
ital currency – ie. to supply central bank money more widely, via some generalised distributed ledger – to meet a 
‘competitive threat’ from private-sector rivals. I suspect a more important issue for central banks considering such a 
move will be what it might mean for the funding of banks and the supply of credit.



Private-sector digital currencies: the distributed ledger
After that rather lengthy introduction, let’s begin with a brief over-view of what a ‘digital currency’ is. As I say, I won’t 
take long over this. It’s a rich topic, goodness knows there are people who know more about computers than I do, 
and you can find a very good and more detailed description in the autumn 2014 edition of the Bank’s Quarterly Bul-
letin.

One thing those articles make clear is that the key innovation introduced by something like ‘bitcoin’ is not so much 
that it’s ‘digital’, if by that we mean that balances are stored electronically. At least in developed economies the over-
whelming majority of money has long been held in bank accounts, rather than as physical cash (Chart 1 plots the 
history of both in the UK); almost since their invention, computers have been used by banks to record transactions 
between, and balances on, such accounts. If a ‘digital’ currency is one whose accounts are little more than a series of 
zeros and ones on some distant electronic machine, well that’s long been the case.

And if the word ‘currency’ indicates an alternative unit of account – the ‘bitcoin’, for example – nor is this likely to be 
of enduring significance. You can find goods and services quoted in bitcoin. In the United States, at a rough guess, 
there may have been as much as $5 billion worth of such transactions last year2. But in a country where annual con-
sumer spending is twelve and a half trillion dollars, that’s a negligible proportion of the total. In the opinion of most 
economists, it’s pretty unlikely that its use as a means of exchange will become very widespread.

It’s not just that the value of bitcoin is extremely volatile, though that’s certainly been the case (Chart 2; see also Ali 
et al (2014a and 2014b) and Yermack (2013) for the shortcomings of bitcoin as a useable money). One should also 
recognise that established currencies have a significant built-in advantage. Rather like a common language, the 
benefit to any individual of using a particular unit of account is greater if others use it too. That gives a big head-
start to the incumbent. Switches do very occasionally happen: degrade a currency sufficiently, via hyperinflation 
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and collapse of the banking system, and people will eventually look for alternatives. But that’s generally the sort of 
thing that has to happen: almost always, these currency substitutions occur only once the existing currency has be-
come deeply compromised4. Even then, the thing people naturally reach for is an existing, trusted currency – often 
the US dollar – rather than some entirely new unit of account.

So if it’s neither the ‘digital’ nor the ‘currency’ aspect of bitcoin that matters, what is it that has sparked so much in-
terest? Well perhaps a better name for what we’re talking about, albeit more of a mouthful, is a ‘decentralised virtual 
clearinghouse and asset register’. As the Quarterly Bulletin articles explain, the key innovation in bitcoin is its settle-
ment mechanism. Instead of relying on an independent third party to process and record transactions, holders of 
bitcoin use a decentralised computer system called the ‘distributed ledger’. The distributed ledger works by encour-
aging users to verify for themselves, and others, blocks of transactions made over time. As everyone in the system 
has the right to do this, and everyone can see the results, there is no need for a trusted, centralised clearer.

In principle, this technology could be applied to many things, not just the exchange and registering of financial as-
sets. A recent official report in the UK suggested that distributed ledgers might eventually be used for a wide variety 
of government services, including the collection of taxes, the delivery of benefits – potentially including new ‘smart’ 
transfers that could target particular groups – the keeping of business registers and other things besides5. If so, then 
there may be similar potential uses in the non-financial private sector.

However, it’s the application to the settlement of financial assets – above all financial securities like equities and 
bonds – in which the private sector has become most interested. There are several new firms seeking to exploit the 
opportunity.



It remains to be seen whether these ventures prove successful. But one can understand why they’ve come about. 
What a distributed ledger would seek to replace, in the case of securities exchange, isn’t just a single ‘third-party 
centralised clearer’, but a complicated system with lots of institutional layers: custodians who look after the se-
curities and perform basic services such as collecting dividends; brokers, through whom trade orders are placed; 
exchanges and clearing houses where exchange and settlement occur. Each has its own particular function in the 
process; at each stage, there may be a degree of settlement risk; each is obliged to keep its own record of the same 
balances and transactions.

It’s hard to know the combined cost of these services, but a recent study estimated that, in the G7 countries, the 
cost of clearing and settling securities was $54 billion a year6. These are the economic resources it requires to trans-
fer the assets, verify who owns what, and reconcile the various records. The hope is that, by displacing these various 
middlemen, a distributed ledger would result in a cheaper and more secure system for providing these services.

Central bank digital currency: who can bank at the central bank?
What, then, of the exchange of money, the particular asset for which the distributed ledger technology was origi-
nally conceived? Well that too has its own layers. Broadly speaking, at least for a given currency, there are two: com-
mercial banks and the central bank.

As shown in Chart 1, most of what you and I consider money is held as liquid claims on commercial banks, ie. de-
posits. Most transactions in the economy involve transfers of these claims. That’s obviously a straightforward matter 
if the two parties to the transaction use the same bank. When there are different banks involved – and that’s going 
to be true most of the time – there needs to be a means by which one can transfer money to the other.



This is done using their deposits at the central bank – so-called ‘reserves’7. That’s why the central bank is sometimes 
called ‘the banker’s bank’, and why reserves are often described as ‘the ultimate settlement asset’. The function of 
settling inter-bank transfers lies at the heart of what central banks do and, arguably, explains how they came about 
(Shafik (2016); see also Goodhart (1988)).

A ‘central bank digital currency’ (CBDC) would involve putting these reserve deposits on a distributed ledger. And 
if it allows for securities to be exchanged more cheaply and securely, might the same not be true for these money 
balances?

Yes, presumably. It’s not clear the savings would be as large as those for exchanging securities. The current set-up, 
which has the central bank as a single hub through which all inter-bank transfers take place, already involves sig-
nificant economies of scale. That’s precisely the advantage of having a single, trusted third party at the centre: you 
don’t need so many layers to begin with. There are certainly new technologies that can reduce, and indeed already 
are reducing, the costs of the front end of the existing payments system (ie. the flow of commercial bank deposits 
round the economy).

The ability to pay one’s bills over the internet is a case in point: the more that happens, the less the need for expen-
sive bank branches. But that is happening independently of any changes at the back end of the system, by which I 
mean the infrastructure for exchanging central bank money. Compared with securities settlement, that process sim-
ply has fewer middlemen for a distributed ledger to replace.

However, things do not end there. The point about the new technology is not just that it might make exchanging 
assets more efficient, to a greater or lesser extent. In principle, it also makes it easier to widen the access to those as-



sets, perhaps dramatically so. If you create a platform on which the existing participants can more easily exchange 
central bank money, why not extend the right to others?

This certainly isn’t impossible under the current settlement system, known as RTGS (for Real Time Gross Settlement). 
There are already some non-bank institutions that have access to the Bank of England’s regular facilities8. As my fel-
low Deputy Governor Minouche Shafik recently explained, the Bank is currently undertaking a review of RTGS and 
the question of access will be one of the issues involved (Shafik (2016)).

But it seems likely that a distributed ledger would make that process easier, opening up the balance sheet to a wid-
er variety of financial firms. One might go further, giving access to non-financial firms, or perhaps even individual 
households. In the limit, a distributed ledger might mean that we could all of us hold such balances.

If so, our accounts would no longer be a claim on commercial banks but, like banknotes, the liability of the central 
bank.

Would it compete with cash or with bank deposits? The CBDC and ‘narrow banking’
But which would it be – an actual bank account, with all the extra services such things entail, perhaps including the 
payment of interest; or simply ‘e-cash’ – something that can only be used for retail transfers and doesn’t receive any 
interest?

This is an important question. If all it did was to reduce the demand for physical cash, it’s not clear the macroeco-
nomic effects of a CBDC would be that significant. It’s possible the retail payments system might become more effi-
cient. It’s also true that, were a CBDC fully to displace paper currency, that would open the door to the possibility of 
materially negative interest rates (Buiter (2009), Rogoff (2014), Haldane (2015)).



But that would require explicitly abolishing cash, not just introducing an electronic alternative. As long as it’s possi-
ble to hold something with a guaranteed nominal return of zero there’s a similar lower bound on all other forms of 
money, whether reserves at the central bank or a more widely available CBDC. Leaving aside the question of wheth-
er or not you should actively get rid of banknotes9, a purely cash-like version of a CBDC would mainly involve substi-
tuting one zero-yielding liability of the central bank for another.

It seems to me that the more material effects of a CBDC would arise if it provided competition not just for 
banknotes but for commercial bank deposits as well. It’s not simply that there’s more money to play for (remember 
how much more is held in bank accounts). It’s that the assets backing the two are qualitatively quite distinct. Shift-
ing resources from one to the other might therefore have an important effect on the relative supplies and prices of 
those assets.

Charts 3 and 4 make the point. Modern commercial banks, whose sterling balance sheets are aggregated in Chart 
3, have what is called a ‘fractional reserve’ structure. Their holdings of liquid assets, including reserves at the central 
bank, are much smaller than their deposit liabilities (the purple bar). Most of their assets are loans.

But loans are ‘illiquid’: there’s no secondary market in which to sell them and, at least in the short run, their value 
to the creditor cannot be easily realised. Indeed, when banks attempt to do so – by demanding early repayment or 
abruptly curtailing lines of credit – they can cause great economic damage, as we (re )discovered after the 2008-09 
crisis.

This ‘maturity transformation’ – the combination of on-demand liabilities and illiquid assets – imparts an inherent 
fragility to commercial banks’ balance sheets. If everyone tried simultaneously to withdraw a bank’s deposits, it 
wouldn’t have enough liquid resources with which to meet the demand. That’s why banks are vulnerable to ‘runs’. 
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Taken with the economic costs of deleveraging, it’s also why society regulates and under-writes the banking system, 
via deposit insurance and central banks’ lender-of-last resort facilities.

By contrast, the central bank essentially holds nothing but liquid assets – largely government securities (Chart 410). 
Shifting deposits away from commercial banks, and towards the central bank, would therefore make for a ‘narrow-
er’ banking system – a ‘narrow’ bank being one whose assets are as liquid as its liabilities. In principle, it would also 
make for a safer one. Backed by liquid assets, rather than risky lending, deposits would become inherently more 
secure. They wouldn’t be vulnerable to ‘runs’ and we would no longer need to insure them.

The case for narrow banks has a long and distinguished pedigree. The classical economists Adam Smith and David 
Ricardo favoured such a system. Famously, during the Great Depression, a group of economists at the University of 
Chicago recommended the end of fractional reserve banking (the so-called ‘Chicago Plan’). There have been similar 
calls since the 2008-09 financial crisis11.

Proponents of narrow banking have generally argued it should be imposed by regulatory fiat, rather than via some 
sort of nationalisation of deposit-taking by the central bank. An exception is a 1987 essay by the economist James 
Tobin12. To avoid relying too heavily on deposit insurance to protect the payments system, Tobin argued, the gov-
ernment should create what he called “deposited currency accounts” (DCAs) at the central bank. “I think the govern-
ment should make available to the public a medium with the convenience of deposits and the safety of currency, essen-
tially currency on deposit, transferable in any amount by check or other order.”

There are two interesting points about Tobin’s proposal. One is that he made it long before anything like the ‘distrib-
uted ledger’ was conceived (he suggested that DCA branches could be housed in post offices). Another is that he 



fell short of suggesting the wholesale nationalisation of deposit-taking: he thought there should still be room for 
commercial banks to raise deposits of their own and that they should continue to be insured13.

One reason is that draining deposits from commercial banks is unlikely to be costless. In particular – and this is the 
potential catch with too widespread a CBDC – it might threaten their lending activity. If banks cannot use deposits 
for that purpose, how would their lending then be financed? And without a supply of bank credit, how would the 
real economy, in particular the part of it that cannot easily access securities markets, itself be funded?

There is no easy answer to these questions. As far as the non-financial economy is concerned, it’s clear it would be 
hard seamlessly to replace bank loans with securities issuance. There are good reasons why it’s difficult for young 
firms, in particular, with little invested capital, to sell shares or bonds14. The same goes for households. If bank lend-
ing became scarcer, or more expensive, it’s likely that investment and economic activity would suffer.

Furthermore, several economists argue that there’s a degree of complementarity between making loans, on the 
one hand, and issuing liquid liabilities on the other15. If so, you’d naturally expect to find the same institutions doing 
both – banks don’t exist in the form they do simply because we’ve partially insured their liabilities. And, at least to 
a degree, competing away their deposits would compromise banks’ ability to supply credit, or at least make it more 
expensive16.

It might also make that supply more variable.  With an easily available alternative, banks’ remaining deposits would 
more readily migrate to the CBDC during times of stress. (It would certainly be more straightforward than stuff-
ing cash under the proverbial mattress17.) Nor has the alternative source of funding the banks – raising debt in 
wholesale markets – proved that stable in the past. In fact, one striking feature of the financial crisis was that banks’ 



wholesale debt proved much less stable than deposits. That’s why regulators have since recommended that banks 
actually raise the share of (non-equity) funding that comes from deposits18.

It’s hard to know how significant these effects would be. And, as I tried to explain earlier, a CBDC that sought simply 
to replicate cash would probably have a greater impact on the demand for banknotes than on commercial bank de-
posits, with more limited macroeconomic effects. If the central bank’s balance sheet were opened up only to non-
bank financial companies, and no wider, the issue probably wouldn’t arise to begin with.

But as you widen that access, and the more closely a CBDC substitutes for existing deposits – ie. the further towards 
the south-east you move across (the extremely stylised) Chart 5 – the more prominent the issue becomes. No lon-
ger would a CBDC be a purely technical decision, about the costs and security of exchanging money. It would be-
come more a matter of prudential policy, not to say the fundamental structure of the financial system.

Conclusion
The word ‘digital’ has become so ubiquitous that its meaning isn’t always clear. The word seems to get tacked on to 
just about anything, no matter how tenuous its connection with computers, simply in order to convey an appealing 
sense of the modern. A brief search – on the internet, appropriately enough – reveals advertisements for a course in 
‘digital humanities’, opportunities in ‘digital agriculture’ and even something called ‘digital parenting’, whatever that 
is. (If it means having to ask your 11-year-old son what’s gone wrong with the computer then I would certainly qual-
ify as a ‘digital parent’).

Whether or not ‘digital currency’ is the right way to describe something like bitcoin, or its central bank counterpart, 
is also unclear. A better term for the underlying technology, the distributed ledger, might be ‘decentralised virtual 
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clearinghouse and asset register’. But there’s no denying the technology is novel. Prospectively, it offers an entirely 
new way of exchanging and holding assets, including money.

It’s an irony, therefore, that some of the economic questions it raises have actually been around for a long time, for 
as long as economics itself. Some admirers of bitcoin see it as a means of bypassing central banks altogether. They 
are in some ways the descendants of the supporters of ‘free banking’ in the 19th century. Conversely, others see the 
distributed ledger as an opportunity for the central bank to expand its role, via a ‘central bank digital currency’ avail-
able to a much wider group of counterparties. If it were a close substitute for bank deposits, a CBDC would repre-
sent a shift towards a ‘narrower’ banking system. This too is an old debate in economics: should banks be prevented 
from creating liquidity, or is maturity transformation an inevitable and necessary feature of market economies?

I’m certainly not attempting to enter that debate. It’s in the nature of long-standing questions that the answers ar-
en’t obvious. What I do want to do, however, is to point out that it is a relevant question – that the introduction of 
a CBDC probably involves more than a narrow, technical judgement about the efficiency of the payments system, 
very important though that is.

What’s also clear is that we have a lot more thinking to do. That’s why the issue of digital currencies forms an im-
portant part of our One Bank Research Agenda19.  It’s also why, in publishing the Agenda a year ago, we asked for 
help, hoping to encourage ‘the wider academic community’ to think about the big policy questions. So, let me re-it-
erate that request: all contributions welcome! ■

Endnotes
1. I’m thinking here of things like direct debits, or the capacity to receive our monthly pay.
2. According to Coinbase, around 20% of bitcoin transactions – worth $25 billion in total – were for retail purposes.
3. From 1997 total money holdings in the UK are given by notes and coin in circulation with the non-bank public plus the 



sum of households’, PNFCs ‘ and non-intermediate OFCs’ deposits (M4x). Prior to 1997 total money holdings are given by 
total M4 excluding repos and other short-term paper.
4. New currencies have sometimes been introduced by executive decision and in an orderly way. The most obvious exam-
ple is the euro. But when currency substitution has occurred naturally it’s almost always done so only after the incumbent 
currency has been debauched by hyperinflation.
5. Walport (2016).
6. Autonomous Research (2016).
7. Banks can also transfer resources by buying and selling their own short-term debt in the ‘money market’, but ultimate 
settlement is made by exchanging central bank reserves.
8. Carney (2013).
9. Nor is it a live issue for the Bank. As the Governor recently said to the House of Commons’ Treasury Committee, “May I…
be absolutely clear: there are no plans to abolish cash at the Bank of England”.
10. The Bank of England’s balance sheet has obviously grown following QE. Those operations have been conducted via 
the Asset Purchase Facility (APF), which is not directly on the Bank’s balance sheet – strictly speaking, the blue bar in Chart 
4 is not direct holdings of gilts but a loan from the Bank to the APF. But the APF itself holds only gilts and, even before QE, 
the vast majority of assets on the Bank’s balance sheet were government securities.
11. Ricardo, writing at a time when money was held largely as physical cash, argued the note issue should be separated 
and protected from commercial lending (Ricardo (1823)). The specific proposal in the Chicago Plan was 100% reserve 
requirements on demand deposits of commercial banks (Simons et al., (1933)). The post-crisis case has been put by Pen-
nachi (2012) and, amongst others, by Martin Wolf of the FT (Wolf (2014)). Lainà (2015) describes how calls for full-reserve 
banking tend to intensify after financial crises. Bossoni (2001) provides a useful overview of the literature on narrow bank-
ing and comes to a more sceptical conclusion. A longer-term perspective on the debate is provided by Goodhart and Jen-
sen (2015).
12. Tobin (1987); there are echoes of this proposal in the more recent work of Barrdear and Kulmhof (2016).



13. Under his proposal, however, deposit-taking banks would be ‘ring-fenced’ from providing investment-banking ser-
vices. Even so, commercial bank deposits would have to offer more attractive terms – in particular a higher rate of inter-
est – than the DCAs. One implication is that, if the appropriate spread between the interest rate paid on commercial and 
central bank deposits were to widen during times of banking stress – and one imagines it would – the central bank would 
more often run up against the zero lower bound.
14. See, for example, Diamond (1984); a useful summary can also be found in Freixas (2008).
15. Kashyap et al. (2002) point out that there are technological similarities between holding deposits and making advanc-
es: both involve expertise in liquidity management.  Diamond and Rajan (2001) go further, arguing that, given imperfect 
information on the part of depositors about the riskiness of individual loans on a bank’s balance sheet, the risk of a run is 
a necessary discipline on the bank.
16. If maturity transformation is a necessary feature of a market economy, you’d probably expect to find the private sector 
creating an alternative supply of liquid assets of its own, to help replace lost deposits. This would mitigate the impact on 
lending but it would also undermine any prudential benefits of a part-nationalised deposit-taking system (eg. Goodhart 
and Jensen (2015)).
17. Other than cash, the easiest way for individuals to shift exposure away from commercial banks and towards the saf-
er public-sector balance sheet is to put money into National Savings and Investment certificates (NS&I). Flows into NS&I 
picked up markedly during the crisis (NS&I (2009)).
18. The difference between loans and deposits – the so-called ‘funding gap’ – has shrunk dramatically in recent years. 
Overall, the significant regulatory reforms since the crisis – in particular ring-fencing, the insistence on more equity and 
other loss-absorbing forms of funding and, on the assets side, higher holdings of liquid instruments – will have lowered 
materially the degree of maturity transformation within the banking system (see, for example, Lowe (2015)).
19. Bank of England (2015); see, in particular, section 5 “Response to fundamental change”.

This article is based on a speech given at the London School of Economics on 2 March 2016



How the blockchain 
enables a new 

economy

This crypto economy will transfigure businesses, 
government and our society, perhaps even more 

profoundly than the internet did, says William Mougayar



What started as Bitcoin, a model cryptocurrency that captured the imagination of many, is metamor-
phosing into something bigger: a ‘crypto-tech’ driven economy with unparalleled global value creation 
opportunities, not unlike the Web’s own economy.

Welcome to the crypto economy.

Contrary to what is seemingly visible today, this crypto economy will not be born by attempting to take over the 
current financial services system, nor by waiting for consumers to transfer money into cryptocurrency wallets; rath-
er it will emerge by creating its own wealth, via new types of services and businesses that extend beyond money 
transactions.

The crypto economy is the next phase of the internet’s evolution: the decentralization era. Its genesis is Bitcoin’s 
backbone technology: the ‘blockchain’, a key concept that has entered our technophilic vocabulary, but with appli-
cability reach outside of just Bitcoin.

At its core, the blockchain is a technology that permanently records transactions in a way that cannot be later 
erased but can only be sequentially updated, in essence keeping a never-ending historical trail. Blockchains also 
enable assets and value to be exchanged, providing a new, speedy rail for moving value of all kinds without unnec-
essary intermediaries.

This seemingly simple functional description has gargantuan implications. It is making us rethink the old ways of 
creating transactions, storing data, and moving assets, and that’s only the beginning.



This ‘value exchange’ modus operandi is the spark of a domino effect in innovation, unseen yet since the advent of 
the Web.

To understand how cryptocurrencies are leading us into this new frontier, we need to go back and question the 
meaning of money, then combine those answers with an understanding of the powers of the blockchain.

What is money?

Money is a form of value. But not all value is money. We could argue that value has a higher hierarchy than money. 
In the digital realm, a cryptocurrency is the perfect digital money. The blockchain is a perfect exchange platform for 
digital value, and it rides on the internet, the largest connected network on the planet. The resulting combustion 
is spectacular: digital value that can move fast, freely, efficiently, and cheaply. That is why we have called the block-
chain a new ‘value exchange’ network.

This crypto economy is the newest phase of the 
internet, and it will unravel and blossom over the 
next 10 years



Cryptocurrency, because of its programmability aspects, embodies digital information that can enable other capa-
bilities. When you ‘pay’ via cryptocurrency, that transaction could also include additional trust-related rights, such as 
for property, information, custody, access, or voting.

But money is not the only form of value that the blockchain could move. The genie is out of the bottle: what if the 
blockchain could move any digital asset? What if you could take any legally binding construct like identity, owner-
ship, contracts, or rights, and attach it in a unique, unforgeable, and auditable way to the blockchain’s cryptograph-
ically secured ledger; then you open the path to millions of usage scenarios that gain wings by being tied on the 
blockchain. Going one step further, imagine a world of multiple blockchains, not just one; and we end-up with a 
huge overlay network of decentralized services that are open and accessible to anyone.

Therefore, the blockchain enables a new form of meta-transaction where the value is represented by what it un-
locks at the end of the transaction, not just by an intrinsic monetary value that gets deposited in a static account. It 
sounds like a type of stock market functionality that allows the trading of an unlimited number of unregulated val-
ue elements, unlike financial securities that are regulated. And, it is more distributed, more decentralized, and more 
active in the sense that your ‘wallet’ can trigger actions that are directly wired into the real world.

How do we get there?

With most enabling technologies, we typically begin by duplicating old habits, often by doing the same processes 
faster or cheaper. Then we start to innovate by doing things differently, and by applying new ideas that we couldn’t 
implement before. That’s how the internet took off as soon as we started to program it with ‘Web applications’, and 
it is precisely the path that the crypto-tech revolution is on.



If Bitcoin (or any cryptocurrency) is programmable money, the blockchain is also programmable value, programma-
ble governance, programmable contracts, programmable ownership, programmable trust, programmable rights, 
programmable assets, and more.

This gets us to the next nugget in this emerging puzzle: how do we create new value?

You create value by running services on the blockchain.

Buckminster Fuller once said: “You never change things by fighting the existing reality. To change something, build a 
new model that makes the existing model obsolete.” He is right.

That is exactly what is happening. Bitcoin and cryptocurrencies will succeed; not by mounting frontal attacks on the 
current financial system, nor by seeking permissions from regulators and gatekeepers. Rather, change will start to 
happen by creating a parallel system that will get stronger and grow on its own over time.

What are the several ways to create this new value in the new cryptospace?

There is a precedent in what already happened in the cyberspace. With the internet, we had e-commerce, e-busi-
ness, e-services, e-markets. Later, the social web arrived with large-scale social networks, and the mobile web 
scooped over 3 billion global users. Each one of these segments created its own wealth by existing on the internet.

In the cryptospace, we will see a number of emerging businesses that will run on the blockchains, and they will 
generate a new source of natively earned wealth: 



1) Services where a trust component can be stored on the blockchain. Since the blockchain acts as a ver-
ifiable and auditable place where transactions are really difficult to get tampered with, what if you could 
bind your digital assets to the blockchain, in essence finger printing your ownership (or rights) in irrevo-
cable ways without the need for a central registration authority? Expect the following foundations to be 
disrupted: identity, rights, membership, ownership, voting, data ownership, time stamping, and content/
services attributions.

2) Services where a contractual component can be executed on the blockchain. Also known as ‘smart con-
tracts’, a term first popularized by Nick Szabo, these are small programs that can run on a blockchain and 
self-govern legal or contractual terms between various parties, without the need for intermediaries. They 
represent a simple form of decentralized trust. Why depend on a central authority when two (or more) par-
ties can agree between themselves, and bake the terms, compliance and implications of their agreement 
programmatically? Applications areas being targeted include: wagers, family trusts, escrow, time stamping, 
proofs of work delivery, bounties, proof of bets, proof of compliance.

3) Decentralized peer-to-peer marketplaces. These represent an evolution from what we see today in 
the most successful marketplaces (ie. Uber, eBay, Amazon), but they actually threaten to replace some of 
these existing players. In a decentralized peer-to-peer marketplace, anyone can sell and anyone can buy, 
while the center controls less, but facilitates more. Trust, rules, identity, reputation, and payment choices 
are embedded at the peer level. Participants arrive already trusted, and ‘decentrally’ acknowledged. The 
blockchain acts as the trusted virtual intermediary that checks rules, identity, reputation, payment choices. 
OpenBazaar (p2p ecommerce) and La’Zooz (p2p ride sharing) are some examples.



4) Distributed Autonomous Organizations (DAO) whose governance and operations run on the blockchain. 
Arguably, this is the epitome of business decentralization. A DAO issues its own cryptocurrency, a process 
called ‘crypto equity’. Members are also ‘workers’, and by virtue of their collective actions and activity levels, 
they contribute to increasing value for the DAO. Some examples of user actions could include sharing their 
computing power or internet access (eg. to create mesh networks), donating data they own, delivering 
on bounties, and other schemes that are germane to the type of vertical segment being targeted, such as 
transportation or health care.

The above four sectors represent ‘decentralized applications’, an emergent segment of web software development. 
What they all have in common is that they run on a blockchain, can multiply and grow without central control, and 
they are fueled by cryptocurrency that powers the transactions and computer power they run on. The cryptocurren-
cy is like fuel; it’s collected in part as toll, in part as earnout by the participating users and those that provide these 
services. So you can start to see how cryptocurrency is generated out of crypto-services to instigate a new economy 
of wealth creation.

Once that happens, there will be a critical mass of users with significant cryptocurrency balances in their accounts. 
Only then, can we attempt to potentially make dents into the current financial system, and in the nation-currency 
sovereign government paradigm. The reality is that it’s very likely that the financial systems and governments will 
be the last bastions to be affected, and not the first ones.

What the blockchain enables is a new ‘flow of value’, a concept related to economics Nobel laureate Michael Spen-
ce’s work on how digital technologies transform global value chains via the dynamics of information flows. The 
blockchain is another digital value leveler as it impacts and shifts value in the cryptospace. The blockchain moves 



the power of transactions closer to the individuals, and it empowers any user to align themselves with a decentral-
ized application or organization, and start generating or moving their own nucleus of crypto value. A side benefit of 
this phenomenon is to put the sharing economy on steroids, as it melds (crypto) capital and labor with mobile, loca-
tion-agnostic marketplace environments.

As we prepare to get on-board the crypto economy, undoubtedly it looks fuzzy, foggy, buggy, risky, uncertain and 
unproven, but so did the Internet in 1995. Then suddenly, it blossomed and grew into our lives, businesses, and it 
infiltrated society and culture, with more benefits than vices.

We are in the early stages of understanding the movement, distribution and creation of ‘value’ outside of the tradi-
tional norms of currency, commodity and property as the main vehicles for value transfer and appreciation. Soon, 
this new frontier will appear.

The blockchain symbolizes a shift in power from the centers to the edges of the networks. This is a vision that we 
may have romanced since the early days of the internet, but it can actually happen this time, because it is powered 
by an intrinsic monetary value, the internet’s own native cryptocurrency.

Existing intermediaries will be at risk. And new intermediaries will be more virtual, transparent, and distributed enti-
ties that are trusted programmatically.

This crypto economy is decentralized at birth, - politically and architecturally; and it lends equal access and lower 
barriers of entry to all. Anyone will be able to ‘work’ for a DAO without permission, and therefore will generate their 
own wealth.



This crypto economy will transfigure businesses, government and our society, perhaps even more profoundly than 
the internet did, 20 years ago.

This crypto economy is the newest phase of the internet, and it will unravel and blossom over the next 10 years. ■
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Rajan’s craftsmanship

Deepanshu Mohan reflects on Raghuram Rajan’s bold 
and independent term as Governor of the Reserve 

Bank of India



In the book Saving Capitalism from the Capitalists, written in 2004, Raghuram Rajan and Luigi Zingales argued 
how the force of free markets- perhaps the most beneficial economic institution known to humankind- rest of-
ten on fragile political foundations that ultimately lead to the exacerbation of most socio-economic problems in 
developing countries (most noticeably in areas of employment generation, food inflation, tackling food security, 

poverty alleviation etc.).

Rajan and Zingales underlined the potential of market generated economic incentives, and focused on the critical 
roles of bureaucrats and politicians as the necessary visible hands needed in guiding the invisible hand of the mar-
ket for yielding economic efficiency from a longer term perspective.

Rajan’s decision to return in his academic role at University of Chicago post the completion his term as RBI Gover-
nor in September, makes it pertinent to mention that unlike many econocrats (economists working as bureaucrats 
in government), as the RBI Governor, Professor Rajan positioned himself as a brilliant craftsman of the discipline of 
economics.

For someone who deeply understands the complexity of financial systems today and the vulnerability of emerging 
economies like India in the global economic system, Rajan’s cautious approach on inflation, avoiding short-term in-
terest rate cuts, bank debts, open market operations etc. were driven by calculated precision keeping a longer term 
vision for the economy. His decisions as the RBI chief boldly avoided the speculative international investor tenden-
cies and government induced pressures to callously allow cheap credit to plague the money supply in a booming 
economic phase.

In Fault Lines, written by Rajan in 2010, he dissected the causes of the 2007-08 financial crisis while elucidating on 
the need to continually address and balance a number of fault-lines/imbalances or hidden fractures inherent to an 

http://faculty.chicagobooth.edu/luigi.zingales/papers/research/capintro.pdf


economy’s financial sector through the enforcement of effective countervailing measures by the central bank and 
other institutions facilitated with the actions of government. He explained how the process of working hand-in-
glove with the then US government to push for financial deregulation made the Federal Reserve equally respon-
sible for the crisis. In a democracy, a process of maintaining periodic deliberation, including points of policy dis-
agreement, between a rising economy’s central bank governor and the government in power is healthy in for the 
economy’s long-term pursuit to economic prosperity than being considered as counterproductive.

Quite often economists and commentators ignore how important it is for the central bank to resist any loose mon-
etary policy changes (through interest rate cuts or reducing reserve requirements) as quick fix actions during a pe-

Economic analysis can be very useful in identifying 
areas of potential gains and thereby helping to 
create new constituencies for change in resolving 
most developmental challenges for economies. 
And that’s what Rajan independently practiced 
throughout his term as RBI Governor



riod of economic boom or expansion. This is what helped Rajan in building the image of a credible central banker 
who based his economic policy decisions not on short-term circumstantial evidence but in a longer term perspec-
tive of what is desirable for India’s sustainable economic expansion.

Crafting scientific evidence in economics
The craftsmanship needed in applying economics today goes beyond relying on growth numbers and production 
metrics alone. With the injection of mathematical modelling and econometric techniques (discussed recently by 
Paul Romer as ‘mathiness’), there has been a growing tendency amongst econocrats to somewhat ignore the ancil-
lary building blocks to efficient economic systems; for example, the institutional reforms needed in enforcement of 
contracts, rule of law and development of social, political institutions.

Most often these aspects are assumed to be static in the models formulated based on which economic decisions 
can have adverse consequences. Rajan’s academic thinking always acknowledged this and in his own time as an 
influencing authority, he practiced the same while giving due importance to both institutional and political reforms 
and going beyond growth metrics in an economy’s journey to prosperity and sustainable development.

The way economics is still taught in most graduate schools fails to acknowledge the above point. We have most 
mainstream economists teaching economics while being ideologues of the market economy or tending to view 
markets as inherently desirable and government intervention as inherently unwelcomed. Because of this, most of 
us typically study more about how markets fail because of government action than study the unorthodox conclu-
sions of mainstream economic policies.

There is need to include a study of more cross-country narratives with an increased exposure to the economic his-
tory of nations in advancing our economic thinking on complicated socio-economic issues like income inequal-

https://paulromer.net/wp-content/uploads/2015/05/Mathiness.pdf


ity, rural-urban disparities in employment generation etc. Rajan’s own academic work often brought out useful 
cross-country narratives (say, his empirical explanation on ‘relationship capitalism’ that worked in Japan and conti-
nental Europe post the Second World War in Saving Capitalism from the Capitalists).

There is nothing reductionist about the practice of economic modeling ‘til we confuse a given model with the mod-
el in identifying a developing economy’s path to greater economic prosperity. Economic analysis, if skillfully craft-
ed, can be very useful in identifying areas of potential gains and thereby helping to create new constituencies for 
change in resolving most developmental challenges for economies. And that’s what Rajan, like most exceptional 
economists, independently practiced throughout his term as RBI Governor.

In a certain away, perhaps it would be good to have Rajan return full time into academia to allow him more aca-
demic freedom to write about his time as RBI Governor, the political challenges faced and on the hidden fault lines 
in India’s financial system, which hopefully his successor can seek to address. What will be missed though is his bold, 
independent, tactful craftsmanship at the central bank.

It would also be interesting to observe to what extent the next RBI Governor acts in line or away from his predeces-
sor’s skillful craftsmanship. For econocrats today, it is critical to apply scientific evidence in economics balancing the 
social, political and institutional aspects attached with India’s path to deepen its economic integration with the rest 
of the world.

With a transcending macroeconomic policy shift towards a more Liberalization, Privatization and Globalization 
(LPG) strategy (coined during the Washington Consensus days of late 1980s), it is of paramount importance for cen-
tral bankers, especially in a developing large economy like India to add an ‘S’ for Stabilization in this transcending 



shift through effective countervailing measures and a long-term centered monetary response to sustain India’s in-
flated growth story. ■

Deepanshu Mohan Is Assistant Professor and Assistant Director for Centre of International Economic 
Studies at the Jindal School of International Affairs, OP Jindal Global University



Going digital: the 
benefits of a digital 

organization in 
financial services

The message is the sooner the better the organization 
of digital efforts in digital transformation, write 

Alejandro Gonzalez and Pedro Fernández



Recent cases in which we have participated have shown that the organization of digital efforts is a key and 
controversial aspect of every digital transformation. Channels, clients, IT and other departments often think 
that digitalization is their natural field of play, and that they must keep ownership of the process. Traditional 
channels, product areas and other ‘business-as-usual’ departments sometimes see digitalization as more of 

a threat than an opportunity, and their lack of involvement and commitment is a real danger to the outcome of the 
transformation.

To have everybody on board and guarantee that the digital transformation takes place, the organization in charge 
of it has to have the proper tools, authority, interphases and liaisons to compose an adequate governance model. 
Furthermore, since the role of IT is critical to most digital initiatives, the role of an IT organization must be reviewed 
thoroughly in order to guarantee that the systems become enablers, not roadblocks, for the transformation prog-
ress.

Becoming digital centric is a must
Digital transformation has changed the world. The ubiquity of the internet and the extremely rapid expansion of in-
creasingly versatile smartphones have disrupted the way consumers interact with several industries. As mentioned 
in our recent digital transformation study, from entertainment to the car industry, almost no sector of the economy 
has been left out of the digitalization wave.

Financial services are not an exception. The way customers interact with banks and insurance companies has 
changed: according to Eurostat and The Financial Brand, as much as 40% of banking customers in the EU are active 
online banking users. That number rises to 61% in the US. We expect this number to rise to 83%–89% in the EU by 
2020.



What we expect from financial institutions has also changed. Brick-and-mortar institutions are becoming obsolete 
quickly. According to a survey among European youngsters, 70% would rather go to the dentist than visit a bank 
branch. Today we do most of our transactions online (In Spain, 65% of online transactions versus 35% offline for the 
average online user, estimated for 2015), but most of our purchasing offline (75%). However, that is likely to change 
in the future.

In this scenario, banks and insurance companies that are able to transform themselves will be better prepared to 
ride the digitalization wave. However, the truth is that most companies remain unprepared. According to a 2015 
pan-European survey by Arthur D Little, financial institutions are less adapted to digitalization than the cross-in-
dustry average. Although most companies have undergone considerable investments in order to update their IT 
capabilities and architecture, other key functional aspects are lagging behind, organization being one of the most 
critical ones.

... banks and insurance companies that are able to 
transform themselves will be better prepared to 
ride the digitalization wave



Adapting the organization for digitalization is critical for several reasons. Some of the most important are:

• A common digital direction is needed. Digital transformation often means an explosion of uncoordinated 
and often duplicated efforts, with different departments working in different directions; therefore, a strat-
egy and common steering schemes must be laid down. Furthermore, digital must be integrated within the 
company strategy as a whole.

• The digital environment is quickly evolving, and traditional decision-making is often too slow.
• Most digital projects have heavy IT components. Thus, digital leaders on the ‘business side’ must interact 

constantly with leaders from the ‘IT side’. The business side must be proficient in IT themes, and vice versa.

Companies define and implement digital with different organization setups
Our experience reveals that most companies do not have clear strategies on how to organize digitalization. Results 
from an internal European survey reveal that 73% of companies rely on top management to define digital strategy 
– a correct approach, in our opinion, but then implementation is developed by top management in one-third of all 
companies, which is wrong by all measures. Only 18% of companies rely on central digital organizations to imple-
ment their strategies, 36% having it delegated to specific departments. (The most common are IT and clients). Most 
surprisingly, 14% of all companies have no clear guidelines about who designs or implements the strategy.

So, who is right? Setting aside those who rely on top management to implement the strategy and those who do not 
have strategies at all, distributed implementation responsibilities are more common than a central department, by 
a 2:1 ratio. Does this mean that distributed is better?

Implementing digitalization–chief digital officer versus decentralized digitalization
Digitalization affects many different aspects of the organization: processes are to be changed, product definitions 



to be rethought, operative and commercial channels to be affected. Responsibility over those functions is often 
spread through the organization.

Therefore, any digital transformation plan must coordinate different areas and teams, each one working with its 
own point of view and agenda. When implementing the plan, two main options arise:

• Chief digital officer (CDO): setting up a central organization under a CDO, who is accountable for all digital 
projects in the organization, with a digital budget, resources and responsibility over main digital transfor-
mation KPIs

• Decentralized digital functions: distributing key digital functions (defining digital processes, fine-tuning 
digital channels, adapting products to the digital world, new ventures) among the traditional owners of 
those functions

Both options have advantages and disadvantages, and these must be weighed when deciding which one is opti-
mal.

Generally speaking, a CDO and a digital department are better for steering a common strategy. Decision-making is 
easier, there is more agility and initiatives are better coordinated. Also, responsibilities are clearer, KPIs easier to fol-
low and objectives simpler to set. It also is a better option to ensure adoption of agile methodologies in the organi-
zation and change management towards a digital culture in general that facilitates interaction with IT leaders.

On the other hand, distributing functions also has several advantages: the implementation is done closer to the line 
of business, and the business priorities are therefore easier to harmonize with the digital strategy. Secondly, the par-



ticularities of different BUs are better taken into account. Thirdly, authority is easier to build, and the ‘we-know-best’ 
argument can be better avoided.

In any case, if the company is to go with the CDO, everybody involved should be aware that it is to be, by definition, 
an interim solution, available only as long as the company is transforming. The aim of the digital department should 
be to transform the aspects that ought to be changed and then quickly transfer those functions to the line of busi-
ness. A CDO who wishes to preserve his job rather than transform the company would be a hindrance to digital 
transformation.

Traditionally, financial institutions have understood the digital market as an independent one, and thus have under-
taken digitalization through the development of offshoot digital companies. In developed markets such as the UK 
and Spain, many of the top-10 insurers have followed this approach.

Our opinion on this strategy is that this was good enough in the past, but is not advisable anymore. The virtue of 
this tactic used to lie in the fact that you could test digital technology and the digital market without having to radi-
cally transform the parent company or cannibalize your own clients. This is not the issue any longer (digital technol-
ogy is well tested and the digital market is not a niche anymore, but the mainstream of clients), and it has consider-
able drawbacks, such as duplicate investments and lack of digital adaptation within the parent company.

The new roles in a digital organization
As we have stated, in a bank or insurer, the objective of digitalization is to transform the core of operations and pro-
cesses. The outcome of the transformation should not be the growth of digital functions in parallel to core functions 
(ie. digital channels versus traditional channels), but to transform current functions so they are adapted to digitali-
zation (strengthening BI, channels, product areas, etc.). However, it is also a fact that radically new digital functions 



arise because of digitalization. For these, new capabilities must be developed or acquired. It is important to have a 
coherent plan for this, as ‘letting things happen by themselves’ will not work. Examples of important new roles are:

• Chief data officer: data becomes critical because of digitalization. Organizations must ensure its quality 
and availability. Data leaks are another new key item that this role must take care of.

• Customer experience and omni-channel specialist.
• Digital innovator and digital radar.

What is the role of IT? Leader or follower?
It is a common mistake to associate digitalization with IT. IT is undoubtedly a critical enabler of digitalization, but 
there is much more to digitalization than having the technology. The business point of view is critical when defining 
digital channels, customer interactions, products and even internal processes. All along the way of digital transfor-
mation, IT must play a very active role because most of these aspects to be defined will impact the technological 
architecture or technical components that must be assessed. IT must then play a role as a facilitator and guide the 
company towards innovative technical solutions that help achieve defined goals.

Implications on IT
Although as stated before, IT should not be the leader of the digital transformation, it is one of the areas in which 
the impact of the transformation will be heaviest. In order to deal with the changes needed, the traditional way of 
working has to be changed:

• A more agile approach is fundamental: digitalization means the speed of change of everything increases. 
Client expectations change faster, products must be adapted more quickly. If an organization wants to 
remain up to date, it must reduce the time to market for all solutions. This, in turn, has implications on IT. A 



typical waterfall-like IT project spanning 18 months is not adequate. In the digital world, an 18-month-old 
idea will probably be obsolete by the time it hits the streets. Agile development of projects, micro-seg-
mentation of deliveries, etc., are better suited to digital transformation.

• A dedicated organization is advisable…: a very specific skill set is needed for the implementation of digital 
projects – ie. big data, omni-channel specialists, etc. Therefore, IT resources specializing in digital projects 
is a good idea in order to increase efficiency and build a team of IT specialists who then can act as focal 
points – or internal consultants – for all digital projects. Also, a separate demand management scheme for 
digital only must be developed.

• …but with a flexible arrangement: the amount of IT effort needed for digital projects will vary over time. A 
common pool of resources between the digital and non-digital projects should be set up as a buffer for 
these variations in IT demand.

• Network of specialized providers: not all traditional IT providers are suited for digitalization projects – creat-
ing a pool of specialized providers is advisable.

Digital transformation is one of the most important changes that the financial industry faces these days. This trans-
formation radically changes how banks and insurance companies interact with their clients, what products are of-
fered, how they operate internally, and where and how value is created. In order to prepare for this landslide trans-
formation, companies must adapt their organizations to facilitate change. ■

Alejandro Gonzalez is a Partner and Pedro Fernández is Principal at Arthur D Little



Cybersafety and 
cybersecurity 

Priorities for Bermuda

The Department of E-Commerce within the Ministry 
of Economic Development has cultivated many 

partnerships in the public, private and third sector as 
they all find synergies to deliver their common online 

safety message more effectively



Cybersafety
Cybersafety, which is defined as the safe use of the internet, and related internet matters are a priority for the Gov-
ernment of Bermuda. In May 2008, legislation was passed that promoted online safety and promulgated anti-child 
pornography and internet luring laws. The Cybertips initiative was then launched to provide information and re-
sources about internet safety to parents, children and the public.

Ever since then, the mandate of Cybertips has been to arm the local community with tools and resources in the 
fight for cybersafety. Led by the Department of E-Commerce, Cybertips has enlisted partners from the profit and 
non-profit sectors, public and private, including the Bermuda Police Service and other committed community rep-
resentatives. All are dedicated to furthering Bermuda’s cybersafety goals.

Cybertips has been hard at work enhancing its team, programme, and website, which is a resource to various stake-
holders including the Island’s students, teachers, parents, and senior citizens. The Cybertips team has also been ac-
tively reaching into the community, conducting weekly visits to multiple schools and engaging students and teach-
ers in thinking more deliberately about -and adopting- safer internet practices and good digital citizenship. This 
outreach has touched a record number of students at their schools, in addition to numerous Parent-Teacher Associ-
ation (PTA) visits and community organisation gatherings.

The website (www.cybertips.bm) is a resource for students, parents and guardians, teachers, parent-teacher associ-
ations, and youth organizations across the Island. Its content is obtained from a variety of leading sources including 
the Microsoft Corporation in order to ensure that it provides current and useful information. The website also in-
cludes a link to report abuse anonymously, which goes directly to the Bermuda Police Service, to the Department of 
Child and Family Services, or to Crimestoppers, depending on the nature of the reporter’s concern.

http://www.cybertips.bm


Through the many avenues that it uses to reach its stakeholders, Cybertips strives to provide practical tips, resourc-
es and contact information to help, inform, and encourage the safe use of the internet so that all can be on guard 
against online predators and inappropriate content. In a time when children are able to talk to strangers from all 
over the world from the comfort of their own homes or via their mobile devices, Cybertips is more important than 
ever.

Cybersecurity
Individuals, businesses and other organisations consider the security of their data to be of critical importance. In 
addition, individuals rely on the organisations in which they have entrusted their data to have sufficient protective 
measures in place to prevent a non-authorised third party from gaining access to that data. The Bermuda Govern-

The Bermuda Government’s Department of 
E-Commerce ... supports and promotes cybersecurity 
and cybersafety as an overarching framework 
within which technology can be used in a way that 
maximises its benefits and keeps its users safe and 
their information secure



ment’s Department of E-Commerce is therefore striving to bolster the country’s cybersecurity awareness and pre-
paredness through organizational partnerships.

For instance, the Business Technology Division of the Bermuda Chamber of Commerce and the Bermuda Chapter of 
the Information Systems Audit and Control Association (ISACA) once again partnered under the TECHTALK banner 
to present current and emerging technology trends that may have an impact on or are useful to businesses on the 
Island.

TECHTALK aims to promote information technology-related knowledge and educational initiatives in Bermuda. The 
initiative hosts regular information sessions which are open to the public and attract IT, risk, accounting and busi-
ness professionals as well as students who are interested in these disciplines. Topics discussed recently have includ-
ed fraud and fraud incidents, cyber-incident response, data management and security, and information manage-
ment.



On 20th April 2016, ISACA Bermuda hosted a cyber-incident response simulation workshop. This workshop was de-
signed to take participants through various critical stages in the typical timeline of incident response: the immedi-
ate aftermath of a data breach, the subsequent 24-48 hours, and the long-term, post-emergency remediation.

At the helm of the simulation were two senior members of Deloitte’s cyber security team. They led the workshop 
as a tabletop exercise to emphasize the need for group discussion and collaboration. To encourage full audience 
participation, the attendees were divided into tables of eight people. Each table worked as a team to handle a cy-
ber-event at their own (fictitious) organization.

The participants were distributed fairly evenly by job role so that each table consisted of people with different job 
functions and professional backgrounds. This mirrored the real-world scenario of a team of stakeholders at any or-
ganization, who would bring different skillsets to the table, and who would have different insights as to how the 
cyber-incident would affect their business processes. This, in turn, would give visibility into how people in various 
job roles would prioritize the organization’s assets, processes and risk approach.

The scenario was framed as follows: a new CISO at Acme Insurance shares that she saw a list of user names and 
passwords, customer data, and credit card details posted on the dark web that claimed to be information exfiltrated 
from Acme’s internal records.

The participants were asked to discuss what the organization’s immediate response should be in the first hour after 
this security breach was reported. The consensus was to immediately verify the facts: that a breach had indeed oc-
curred and that the data on the dark web was indeed exfiltrated from the organization. The follow-through was to 
determine if the breach was still ongoing. If it was, the next step was to lock down the security holes to mitigate the 
effects of the incident.



The incident handling was not limited to the IT Security team: other organizational units would also have critical 
roles in the incident response efforts. It was agreed to include –as a bare minimum-:

• The corporate communications team, to deliver a unified message internally to customers and to the pub-
lic at large. The message would be appropriately worded and targeted to each audience.

• The legal team, to determine the liability and exposure of the organization, which would in turn dictate 
the level of disclosure that would be permitted to the corporate team, and indeed all employees.

• Overall, the SERT (Security Emergency Response Team), to ensure that the cyber-incident is addressed at 
the highest levels of the organization – including at the board and C-Suite levels.

The workshop delivered a fairly accurate experience of the confusion and anxiety that an unprepared organization 
would have to soldier through during a serious incident. The simulation demonstrated that the response would 
require the participation of many organizational units, not just the IT or information security teams, across hierarchi-
cal levels. Importantly, the prime takeaway was that preparation was indispensable and that prior training was key.

The above are two simple example of how the Bermuda Government’s Department of E-Commerce conducts its 
multi-pronged, multi-faceted approach as it supports and promotes cybersecurity and cybersafety as an overarch-
ing framework within which technology can be used in a way that maximises its benefits and keeps its users safe 
and their information secure. ■

Bermuda Department of E-Commerce



Domain management 
– the best attack 
against hackers

Charlie Abrahams says protection and policing of 
domain names is key in today’s digital era



In the digital world, all consumers rely on domain names to find, interact and transact with companies online. 
Domains are one of the most high-value, business-critical assets, and are as important to a company as any oth-
er type of tangible asset, trademark or intellectual property. In recent years domain hijacking has become front 
page news and it would certainly send shudders down the spines of any company executive if they were to con-

sider the fallout of their entire portfolio of domain names, or even one mission-critical URL, being rendered useless 
for a relatively short period of time.

It is no secret that hackers and cybercriminals attack websites directly, skilfully and frequently. Attacks against do-
main name registration accounts and the hijacking of domain name system (DNS) records are profoundly disruptive 
and dangerous to the target business. The implications of a redirected website means visitors are unable to access 
the expected site, so it is perhaps unsurprising that these security breaches have a real impact on both corporate 
reputation and customer trust, and can also hurt an organisation’s bottom line quickly and painfully.

Today, most businesses with an online presence are defined by their domain names and it is critical to guard these 
valuable corporate assets with round-the-clock protection. In the modern domain environment, brand owners 
should continuously refine their domain management strategies in order to stay impactful and help the constantly 
evolving brand abuse.

There are several fundamental steps that need to be considered for effective domain management, from ensuring 
pre-emptive security measures are in place, such as two-factor authentication and IP access restrictions, locking 
domains at both the registrar and registry level, and selecting a hardened and experienced registrar to prevent or 
react quickly to any attacks.

A risky business
The methods of how hackers and scammers launch domain name system attacks may vary, however, the risk to 



consumer confidence which effects both a brand and the bottom line, remains the same. One possible method is 
registrar breaches and it is crucial that registrars harden their configuration and management portals and back-end 
environments. Relatively simple techniques are sometimes used by attackers, such as SQL injections, which allow 
them to modify the nameserver settings on several domains. Registrars should always be prepared—and scan-
ning—for intrusions.

A site going down is not even a worse-case scenario. The consequences could be even more serious if a site is hi-
jacked and there is bogus information presented or if a breached domain is used in a man-in-the-middle attack. This 
is where hackers redirect a domain to a malicious web server and capture user IDs and passwords while forwarding 
traffic to and from the real site, leaving the victims completely unaware of the malfeasance.

Phishing and other social engineering attacks
Beyond system hardening, registrars also need to evaluate the weakness of their human links. There have been cas-
es where some have been victimised by simple social engineering tricks, such as a hacker looking up the registrar 
for a site, calling the registrar’s technical support line, claiming to be a new contact and asking for the password so 

In today’s digital era, businesses can no longer focus 
simply on the cost of acquiring domain names, 
protection and policing is key



they can proceed with their work. In many cases, a user ID and password combination is all an attacker needs to 
gain control of an entire domain name portfolio. Domain administrators can also be tricked by phishing.

Domain name hijacking
There is also the possibility of more targeted types of attacks, for example, a scammer may make a fraudulent email 
request for the actual transfer of a domain name to which they have no right. Such a transfer can be denied, but 
typically denial hinges entirely on knowledgeable human intervention. In the more automated systems of some 
consumer-focused domain registrars, these requests could slip through, leaving the rightful domain name owner to 
find its domains are not only pointing somewhere malevolent, but are no longer under their ownership.

gTLDs
The domain name space has changed beyond recognition in recent years and the introduction of more than nine 
hundred new gTLD registries has seen many businesses review their current domain portfolios and plan for the 
implications of the expanded namespace. The addition of so many new TLDs has prompted organisations to cast 
a critical eye over the defensive portions of their domain portfolios, deciding which existing domain names are no 
longer necessary. Prudent steps included keeping those domain names with a high likelihood of squatting or those 
that would incur high recovery costs if circumstances changed.

The expansion of the domain name space means that organisations can now take a new and proactive approach to 
managing domains. Previously, they may have tried to register every variation, typosquat, and misspelling, where-
as in this new environment that would obviously prove to be cost prohibitive. There is now more of a shift towards 
policing a brand by monitoring domain registrations and taking action where it makes sense. Blocking domains, 
where available, will allow companies to opt out of traditional registration while providing protection from squat-
ters.



The gTLD revolution provides an ideal opportunity for organisations to review their domain management policies 
whilst underlining the importance of protecting domains in a continuously changing landscape.

Prevent and protect
The risks to domain names are clear, but what can organisations do to protect their domain names as effectively 
and robustly as possible? At MarkMonitor, we have developed five basic steps advising companies on the best ap-
proach to managing their domain portfolios.

1. Implementing and enforce policies
As business needs continue to change and evolve, companies should have clearly defined internal domain 
guidelines in place. Internal policies that address what, when and where domains should be registered, 
who is allowed to request registrations, and budget limitations. The criteria needs to be defined for those 
domains to let expire or sell, and work with stakeholders to determine where domains should point. 

2. Align domain management strategies with policing and enforcement programmes
Companies continue to face tough registration and renewal decisions. Now is the time for businesses to 
ensure their domain registration and renewal strategies align with their policing and enforcement pro-
grams. Strategies should consist of registrations to support online objectives and a strategic monitoring 
program that allows them to quickly identify and address abusive registrations when they occur.

3. Secure and protect critical assets
Cybercriminals are using increasingly advanced techniques to target companies’ critical assets. Domains 
require around-the-clock protection to maintain business continuity, brand reputation and customer trust. 
Organisations can partner with registrars that offers multi-level security and pre-emptive security mea-



sures to provide the necessary peace of mind, including locking domains at the registry level, two-factor 
authentication, and IP access restrictions, as well as consistent use of strong internal security controls. 

4. Maximise the value of your domain portfolio
The expansion of the domain environment does not necessarily mean increasing domain budgets. Com-
panies can maximise the value of their existing portfolio through portfolio rightsizing and domain utilisa-
tion. A portfolio should be reviewed at least once a year to identify registration gaps, out-of-policy registra-
tions, underutilised domains and legacy domains that may be unnecessarily eating into the business-wide 
budget.

5. Stay informed and get involved
Staying up-to-date with the latest and greatest happenings in the domain industry is an increasingly com-
plex challenge. Companies can get involved by joining trade or industry associations like INTA or ICANN. 
Alternatively, businesses can stay informed by partnering with a corporate-only domain registrar who ad-
vocates for brand owner’s rights and is committed to ongoing customer education.

In today’s digital era, businesses can no longer focus simply on the cost of acquiring domain names, protection and 
policing is key. The landscape is continuously evolving and by following these fundamental steps every organisa-
tion can ensure they have the most effective domain portfolio in  
place. ■

Charlie Abrahams is Senior Vice President, Worldwide Sales at MarkMonitor®
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Trade matters for jobs 
and growth

The International Chamber of Commerce would like to 
hear more talk about why trade matters; how the gains 
from trade are realised; and about how concerns about 

trade’s disruptions can best be handled



Since the end of World War II, broad consensus in support of global economic integration as a force for peace 
and prosperity has been a pillar of the international order. Early multilateral trade agreements reduced trade 
barriers from high levels in the early post-war years and established global trading rules that allowed trade 
to flourish in the age of globalization. These broad, multilateral agreements—now overseen by the World 

Trade Organization—also played a central role in keeping protectionist responses to economic shocks broadly in 
check.

In short, global and regional trade agreements, coupled with technological changes, have enabled international 
commerce to drive the fastest rise in global living standards at any point in history.

Yet a revolt against global trade integration is under way in many of the world’s largest economies with claims 
abound that new trade agreements are simply tools to support big business at the expense of society as a whole.

In the United States, the leading presidential candidates on the campaign trail are united in their opposition to 
global trade—and in particular the newly-inked Trans-Pacific Partnership agreement, while in Europe there is grow-
ing public opposition to new trade deals.

Meanwhile global coverage of trade liberalization in the media demonstrates a growing negative bias with the sto-
ry going something like this: international trade is bad news for workers, destroys local communities and degrades 
our planet.

Worryingly, we are seeing signs that anti-trade rhetoric is already translating into definitive policy choices. Accord-
ing to the Global Trade Alert initiative, 2015 saw the biggest rise in protectionist activity since the onset of the finan-
cial crisis—with world trade showing sharp drops in those sectors which have been hit hardest by trade barriers.





But is it any wonder that public opinion on trade is souring in many countries around the world when it would 
seem that no one is speaking up for the benefits of international commerce?

Yes, there is scope for positive change to enable trade to better serve the needs of families across the world. While 
the global trading system is by no means perfect, the time has come to stand up for the global and set the record 
straight on trade. Any debate on the role of trade in today’s economy must be balanced and evidence-based. So 
let’s hear more talk about why trade matters; how the gains from trade are realized; how trade can drive sustainable 
development; and about how concerns about trade’s disruptions can best be handled.

Policies based on myth, hearsay or political hyperbole are best left alone. Take protectionism: sheltering industries 
from global competition might sound like a good idea, but evidence shows that it creates real hardship in the long-
run.

So let’s hear more talk about why trade matters; how 
the gains from trade are realized; how trade can drive 
sustainable development; and about how concerns 
about trade’s disruptions can best be handled



Trade agreements aren’t designed to support or help individual businesses, but rather to support growth and de-
velopment of economies as a whole. They are, simply put, an exchange of market access between governments: a 
levelling of the playing field in one market in exchange for a levelling in another.

In recent years a growing focus has been placed by policymakers on enabling trade for sustainable development. 
In 2001, governments launched the WTO’s Doha Development Agenda—talks which in 2013 yielded the landmark 
Trade Facilitation Agreement which it estimated could create more than 18 million jobs in developing and least-de-
veloped countries. Recent bilateral agreements—such as the Trans-Pacific Partnership—also contain important 
provisions to uphold labour standards and promote environmental protection.

It’s important to remember trade agreements are not just about economics: they can be an important component 
of a country’s broader foreign policy too. The creation of the first multilateral trade framework played a critical part 
in restoring peaceful international relations following World War II. Today, bilateral and regional agreements give 
developed countries a tool to support political and economic reforms in emerging markets.

In response to concerns from civil society, governments have also taken steps to enhance the transparency of trade 
negotiations. To take just one example: the European Commission last year outlined new steps to increase public 
access to documents from its on-going trade talks with third-countries.

In 2016, growth in the volume of world trade is expected to remain sluggish at 2.8%; the fifth consecutive year of 
trade growth below 3%. The slowdown comes at a time when the international community has identified trade as 
an important component for achieving the United Nation’s Sustainable Development Goals.

However, there remain significant opportunities to boost trade for the benefit of all—particularly through new 
global initiatives under the WTO. The International Chamber of Commerce is supporting global efforts for instance 



to streamline customs and border procedures, liberalize trade in green technologies and enhance the supply of 
finance for small businesses looking to trade internationally.

Urgent action is needed to restore the growth of global trade starting with some clear reasoning on why trade mat-
ters for jobs, for growth, for all. ■

Join the conversation #tradematters

International Chamber of Commerce



EU-China FTA: why 
do we need it? How 
should it look like? 
What will it bring?

The economic potential in bilateral trade could be 
significant, Frederica Mustilli, Mattia Di Salvo and 

Wenian Hu find



In developing its international trade strategy since 2006, the EU has placed a strong emphasis on concluding Free 
Trade Agreements (FTAs) with dynamic East Asian economies. Until very recently, however, no explicit mention 
has been made of China – the region’s largest and most dynamic economy – as a possible candidate for a FTA 
with the EU.

Indeed, in March 2014, President Xi Jimping suggested to jointly explore this possibility during his visit in Europe. 
The request was taken seriously by the EU only in 2016 when, Commissioner Malmström however affirmed that the 
Commission expects a successful conclusion of current bilateral investments agreement and would like to see sig-
nificant progress in the Chinese domestic reform process before starting any potential talks on a FTA.

EU-China economic relations are nowadays dominated by discussions on whether China will be granted market 
economy status (MES) in anti-dumping (and anti-subsidy) procedures. The controversy is based on the ambiguity 
of Art. 15 of the WTO accession protocol for China, agreed 15 years ago and due to expire at by the end of the year. 
Although the granting of MES would be confined to anti-dumping procedures and would only specify how the EU 
can set anti-dumping and countervailing duties in the event that China is found to have engaged in dumping, the 
debate has been broadened to judge whether China is a market economy or not in more general terms.

In this framework, CEPS and World Trade Institute (WTI) in Bern tried sketched the architecture of a possible FTA be-
tween the two trade giants, dealing with three principal aspects: why we need an FTA, how to design it and which 
economic impact can have.

Why and EU-China FTA?
The rationale behind can be based on five arguments. First of all, the economic potential of EU-China trade and 
investment relations is far greater than what has proven possible until now despite impressive growth of bilateral 

https://www.ceps.eu/publications/tomorrow’s-silk-road-assessing-eu-china-free-trade-agreement


trade and investment in the recent past. The US dollar value of total bilateral goods trade since 1995 has increased 
by a factor of ten, reaching some $600 in 2014. Services trade is strongly rising (to over $70 billion in 2014) over the 
past decade or so, despite restrictions in some sectors and the adverse effects of the crisis.

The balance in goods trade leans heavily in China’s favour, if only because barriers on the EU side are lower than 
the relevant ones in China for goods that EU companies specialise in. The trade balance in goods hovers around a 
$200-plus billion deficit for the EU ever since the crisis began ($230 billion in 2014); in services, the EU has a surplus, 
which recently climbed rapidly to some $12 billion in 2014.

Secondly, a reason for the FTA may consist in the assurance of market access that is at least as good as is available 
with other relevant trading partners; otherwise, the competitive positions of EU and Chinese companies vis-á-vis 
companies from other trading partners may be damaged temporarily or permanently. In fact, beside the expected 
higher Chinese protection on the overall economy, the EU face serious prohibitive international peaks in competi-
tive sectors for member states such as electrical machinery, various machinery and vehicles which are subjected to 
duty rates above 25%, 35% or even 45% in some cases.

Pursuing a free trade agreement with China could be 
a logical continuation of the EU trade policy strategy



The same happens in the agro-food sector where Chinese imports of PAPs, Meat and Beverages (in which the EU 
has strong comparative advantages) are subjected to international peak ranging between 20-35%. If industrial 
goods are crucial due to the amount of value traded, the agro-food sector entails a big opportunity for European 
firms to exploit a growing and immense market which is changing its diet towards a higher consumption of meat as 
wages increase.

A third argument for a EU-China FTA is the emergence of ‘mega-regionals’, among them TPP, TTIP, the negotiations 
of Regional Comprehensive Economic Partnership (RCEP) that increased the incentives for China to turn to its larg-
est trade and major FDI partner – the European Union – to improve market access and deepen investment relations.

A fourth case can be found in the interest for China to boost domestic reforms in China, crucial to becoming a 
well-functioning, developed market economy and escaping the ‘middle-income trap’, and the exposure to foreign 
goods and services competition as well as more widespread FDI in all sectors.

Finally, an EU-China FTA can also be considered for strategic and ‘geo-political reasons’. China might be disappoint-
ed in Asia-Pacific Economic Cooperation (APEC), as the group is now split for the time being between a TPP club 
of twelve and the other APEC members, most of which are in RCEP. China’s cooperation with the BRICs is also not 
doing too well lately, and the One-Belt-One-Road initiative and the Asian Infrastructure Investment Bank (AIIB) are 
only in the very early stages at best. With respect to the US, China might eventually join TPP, but this is not certain at 
the moment and a China-US FTA seems hard to imagine politically (at least in the US).

How should an EU- China FTA look like?
The Chinese economy is trying to move away from a productivity growth mainly stimulated by a model of mass 
production based on low-skilled assembly and extreme export-led growth in such products. To move up in the 
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Figure 1. A potential EU-China FTA in nine blocks



global value chain, higher productivity growth is required, together with more and higher-quality services. In this 
respect, a stronger trade cooperation with the EU would be fundamental to boost the economy out of its original 
path.

A deep and comprehensive free trade agreement between EU and China should follow the classical framework 
envisaged by EU trade policy in the new generation of FTAs mainly based on removal of non-tariffs measures. Fig-
ure 1 sketches the nine blocks that must be negotiated: besides the removal of tariffs line on industrial goods and 
agro-foods (items 1 and 2), considerable work on Technical Barriers to Trade and problems on food, animal feed and 
animal products (items 3 and 4), cross-border provision of services and foreign direct investment (item 5) represent 
crucial chapters since those segments are extremely complicated or severely restricted to foreign investors in China.

There is no doubt that a pre-requisite for the EU to engage in ‘deep and comprehensive’ trade talks is to see signifi-
cant progresses in Chinese reforms process. Indeed, since 2013, the Chinese authorities have regularly announced 
the intensification of the country’s reform process. If one would take these pronouncements literally, the difficult 
transition further away from the old planned economy to a market-driven one, with the state solely in a role as leg-
islator, supervisor and enforcer, would signal decisive progress for China itself, but also for the EU and other trade 
partners.

In actual practice, reforms are difficult to implement and slower than what China maybe foresaw, if one only under-
stood that China was reigned under absolute Communism with a socioeconomic order structured around the state/
collective ownership when certain trade instruments, such as public procurement, intellectual property rights (IPR) 
protection, competition policies were redundant. China established all these trade instruments from scratch trig-
gered by the country’s accession to the WTO in 2001 and is viewed as a cause accelerated domestic reforms.



China’s public procurement (item 6) regime was established around the time of China’s WTO accession which is, 
nonetheless, less related to market access, but a device for budgetary control. Public procurement rules will kick in 
if fiscal funds are used. Moreover, since the regime serves as a policy driver, as a campaign against extravagant and 
wasteful spending, it encourages domestic purchase of goods, works and services which may be translated as ‘buy 
China’.

Building on this premise, one may understand the ‘clash of ideologies’ between China and its WTO counterparts for 
the country’s accession to the WTO Government Procurement Agreement (GPA) which aims to open government 
procurement markets among its parties based on reciprocity. With so far six GPA offers submitted since December 
2007, and despite the extensive concessions that China has made in relation to, among others, widened entities 
and lowered thresholds of goods, services and works, these offers have not been accepted as sufficient for the pur-
pose.

Ostensibly, state-owned enterprises (SOEs) as well as their activities are not offered as covered entities. The direc-
tion of EU-China negotiations on public procurement under an FTA would likely follow a GPA+ approach, given EU’s 
position of ‘deep and comprehensive’ FTAs. This process will be facilitated if China would accede to the GPA.

China’s IPR system (item 7) has barely a 30-year history. It was established as a component of the country’s overall 
modernisation campaign in the wake of the devastating Cultural Revolution in the late 1970s, since IPR protection 
is a prerequisite for importing foreign advanced technologies. Indeed, China demonstrated its sheer audacity when 
it pledged to provide IPR protection based on laws and international practice by virtue of Art.VI of the Agreement 
on Trade Relations between the United States of America and the People’s Republic of China (Beijing, 7 July 1979), 
when the IPR system did not exist in China at all, neither an effective judicial system.



The Trademark Law was first promulgated in 1982, Patent Law 1984, and Copyrights Law in 1991. Thirty years down 
the road, though having achieved spectacular success in IPR legislation, China is still persistently confronted with 
the challenges of weaker IPR enforcement. Issues hampering EU-China bilateral trade include administrative en-
forcement, patent linkage, and admissibility of supplementary data for pharmaceutical product patent applications, 
enforcement on trade secret theft and ownership of copyrights.

Presumably, the EU and China should be able to reach an IPR agreement in an FTA, because the IPR chapter in Chi-
na’s two most recent FTAs concluded with Korea and Australia, respectively, are ambitious. It is simply in the coun-
try’s own interest to strengthen IPR enforcement and extend it in the context of bilateral trade.

Within the remit of the overall EU-China dialogue on IPR protection, the EU is currently negotiating with China a 
bilateral agreement on the protection of geographical indications (GIs) (item 7), aiming at providing protection in 
China of a first list of EU GIs with 100 names for agricultural products, including dairy and meat products, and vice 
versa. Once concluded, it will provide as a more solid base for both sides to take the next step forward in their FTA 
negotiations on the topic.

China, a latecomer of GIs protection, is handicapped by fragmented registration and protection systems, which 
are often embroiled in disputes among different interest groups of businesses. Presently, China is EU’s top five GIs 
export country (agricultural products, foodstuffs, wines and spirits) and the world’s fourth largest importer of food 
and the food and grocery retail market is set to grow by 15% annually.

The youngest brother of the above-mentioned three trade instruments that China established from scratch in re-
cent years is competition policy (item 8), although it is increasingly the ‘must visit’ jurisdiction for global mergers 
alongside the EU and the US. By virtue of Art. 2 of the Anti-Monopoly Law (AML) 2008, monopolistic operations 



which have eliminative or restrictive effects on competition in China’s domestic market may be subject to AML’s 
scrutiny. China’s competition policy attracts much controversy because of enforcement practices, including lack of 
transparency and procedural impartiality; lack of information on AML infringement, as well as the procedural steps 
and possible consequences if found guilty of AML infringement. Judicial review relating to the AML has yet to be 
developed further.

Reflecting on the FTAs concluded by China on competition policy, it so far fell short of commitment on ‘specific sub-
sidies’, subsidies which would be legal only under certain conditions since blanket and unlimited subsidies are pro-
hibited by the EU in its FTAs. This aspect is highly sensitive as it directly links to China’s ambiguous position towards 
unconditional and substantial subsidies granted to SOEs since, after all, by virtue of Art. 7 of the AML, the SOEs do 
not seem to subject to AML’s scrutiny.

The privileged status of China’s State-Owned Enterprises (item 8), in the form of preferential government treatment 
in policy and funds, as one may glimpse through the AML, somehow withstands the sweeping SOEs reforms staged 
in the past three decades aimed at reorganisation, corporatisation and privatisation.

Some of the Chinese SOEs have since grown to be the world’s top corporations, such as SINOPEC, China National 
Petroleum Corporation and State Grid. Nowadays, SOEs remain a source of frictions between China and its trading 
partners whose businesses in China simply have no level-playing field vis-à-vis the SOEs with regard to market ac-
cess, public procurement and the [non-]application of competition policy. There can be no doubt that to negotiate 
an FTA between the EU and China, the considerable distortions caused by the SOEs would have to be dealt with sat-
isfactorily. In other words, the SOEs must be confined to market-oriented behaviour while government intervention 
eradicated.



By the same token, market access for the EU businesses in China is a major issue for both sides to settle before the 
on-going negotiations of the Comprehensive Agreement on Investment (CAI) (item 9) may be concluded with good 
outcomes. At the moment, foreign investment is impeded by the far-reaching restrictions on business entry and op-
eration appeared in many Chinese services and goods markets, especially those predominated by the SOEs; while 
national treatment as well as the most-favoured-nation treatment are not effectively granted to foreign businesses. 
The OECD 2014 FDI Restrictiveness Index (for 28 of the 58 countries, all non-EU countries) reveal that China’s bans 
and restrictions add up to an even higher index than notoriously difficult cases such as Saudi Arabia and Myanmar, 
and also far higher than the index for other BRICs.

Which economic impact we should expect?
A sensitive question on a potential FTA with China concerns the economic gains that the initiative could guarantee 
in the long run. The economic impact is provided with respect to the effect on GDP of the EU and China, and of all 
the EU member states, as well as the effects on industrial and services sectors’ output and bilateral trade. The sec-
ond effect that creates an animated debate concerns labour issues and labour adjustments across skills and wage 
levels. The econometric adopted technique, the Computable General Equilibrium Model, has several weaknesses, 
among them the impossibility to have unemployment figures and not to take into account the effects on invest-
ments (which tends to underestimate the overall results). It represents however the state –of-the-art in policy circles 
to evaluate impacts of FTA.

In the stylised scenario, a deep and comprehensive FTA is defined as full bilateral tariff removal and 50% reduction 
in the costs of regulatory barriers on goods markets and also 50% reduction in the costs of regulatory barriers in 
services markets. According to the estimations, the EU-China FTA is simulated to affect GDP positively: it will be (by 
2030) 1.87% higher in China and 0.76% higher in the EU. Because EU income is higher overall, the outcomes in mon-
ey terms are more balanced; $99.7 billion for China and $93.2 billion for the EU in the ambitious case. Effects on GDP 
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are EU averages ranging from 0.47% for Portugal to 1.97% for Slovakia. Overall, all EU member states gain some-
what even if at sectoral levels, someone may lose. Figure 2 (a) and (b) show changes in output, exports and imports 
in EU in the sectors analysed.

Labour displacement at sectorial level followed by contraction in the domestic production of some sectors (in Eu-
rope for instance see textile, apparel and leather products) would be indeed difficult to avoid but its effect can be 
mitigated and/or anticipated. Indeed, workers do anticipate, especially in vulnerable sectors, competitive threats 
and might (and do) seek to work elsewhere.

The same is true for companies that can not only relocate towards lower-wage countries (even inside the EU) or exit 
from the market but can seek to upgrade their product portfolio, thereby reducing their vulnerability vis-á-vis Chi-
na by investing in innovative products and training. The remaining labour displacement due to the FTA should be 
properly addressed by explicit and clear policy action. Active labour market policies’ at domestic level are required, 
whether in the form of (effective) re-training, upskilling, or job search support.

Pursuing a free trade agreement with China could be a logical continuation of the EU trade policy strategy. The 
study shows that the economic potential in bilateral trade could be significant and has probably been underesti-
mated due to the lack of investments effects in the model. However, constructive trade talks can only start after 
China makes significant process in the implementation of its reforms, not least by committing to reform SOEs and 
opening up public procurement. ■

Federica Mustilli is a Research Fellow, Mattia Di Salvo a Research Assistant, and Wenian Hu is an 
associate at the Centre for European Policy Studies (CEPS)



Modi 2.0: revisiting 
relationship capitalism

Deepanshu Mohan asks if the government can make 
a move from relationship capitalism to one where 

the markets compete freely across sectors



The second half of the twentieth century saw remarkable swings of the pendulum in the perceptions about 
the process of economic development in independent India. During the 1950s India somewhat became a 
path setter, if not a role model. For some, India’s mixed economic system under Nehru became an answer to 
the challenge posed by communism in China and the Soviet Union. For others, India’s journey was a unique 

non-capitalist path to development. While India may have been on the road then to caricature itself as an ideal so-
cial democracy and a welfare state, twenty-five years later, ie. by mid 1970s, such perceptions turned upside down. 
Slow growth and high level of poverty represented failure on part of the state.

Another twenty-five years down the road, ie. from early 2000s, we witnessed another dramatic change in India’s 
politico-economic story where the strengthening of political, economic and social institutions from the adoption of 
pro-market policies (starting since the late 1980s), secured impressive economic growth performance for India.

Under the leadership of Narendra Modi, India in the last two years has attempted to achieve a persistent rate of 
higher economic growth in a process to achieve a more equitable, sustainable economic development. In this piece 
I analyze the operational style of the current government’s economic governance and examine some evidence on 
its level of integration with the rest of the world (evident from an analysis on trends in FDI-foreign direct investment 
and OFDI-outward foreign direct investment).

In a book written in 2004, Raghuram Rajan and Luigi Zingales explained how free markets—perhaps the most ben-
eficial economic institution known to humankind—rest often on fragile political foundations. The book, Saving 
Capitalism from the Capitalists, argues how bureaucrats and politicians who make decisions guide the invisible hand 
of the market. In the first few decades after World War II, state managed competition, which Rajan and Zingales re-
ferred to as ‘relationship capitalism’, seemed to work quite well in continental Europe and Japan.

http://faculty.chicagobooth.edu/luigi.zingales/papers/research/capintro.pdf
http://faculty.chicagobooth.edu/luigi.zingales/papers/research/capintro.pdf


In a politically stable environment, both continental Europe and Japan experienced high rates of growth under a 
state-managed competitive system. However, as explained by Rajan and Zingales in their book, growth in these 
economies during the postwar decades concealed three serious problems:

i) the relationship system failed to encourage innovation across major sectors driving production;
ii) with the market suppressed, there was no allocative mechanism for monopoly profits to be adequately 
distributed;
and iii) the system failed to acknowledge constructive destruction where the sick, government-controlled/
owned units could die out to give way to new/sunrise industries.

In India, during the last two years Modi’s government seems to have taken similar steps to ‘manage’ capitalistic forc-
es through a number of reforms and policy initiatives—to mixed results (under the stated expectation of launch-

One of the key challenges for the government will 
be to ensure that real wages... remain sustainably 
at a higher level across both urban and rural areas, 
while the Indian economy seeks to become the next 
factory of the world



ing measures such as the Clean India campaign, the Smart Cities proposal, the Skill India initiative etc.-highlighted 
below). Though most policy initiatives have relevance, the journey from policy proposal to implementation seems 
misplaced due to the limited (cap)abilities of Indian states; lacking both the political will and financial resources to 
implement some of these policy initiatives to fruition.

There is a degree of over-centralization associated with the Prime Minister’s Office (PMO), which appears more pres-
idential (as in the American political machinery) than federalist, which is germane to the Indian political economy 
framework. The fate of the Goods & Services Tax (GST) Bill, Bankruptcy Reform Bill, and the Companies Amendment 
Bill echo the Modi government’s political failure in passing key reform bills. In a recent article, I’ve discussed how 
this political limitation has arisen due to institutional challenges (present at the legislative, executive, and judicial 
level). These have made progressive economic governance a challenge.

Let’s now examine the evidence on the Indian economy’s integration with the rest of world that is usually measured 
by the performance in trade (via exports) and investment (via FDI and OFDI). While the performance in trade levels 
has been quite weak due to the fall in global commodity prices and overall aggregate demand, we can look at the 
current foreign investment situation in India.

The Foreign Direct Investment push
To strengthen India’s position in the global economic landscape, the current government’s focus in the last two 
years has been skewed towards attracting foreign direct investment across a number of sectors. Launched in Sep-
tember 2014, the Make in India program has resulted in a number of foreign enterprises investing in sectors such as 
defence manufacturing, automobiles, aviation, media and entertainment, electronic systems, bio-technology, food 
processing, and mining.

http://www.prsindia.org/uploads/media/Companies,%202016/Companies%20bill,%202016.pdf
http://www.prsindia.org/uploads/media/Companies,%202016/Companies%20bill,%202016.pdf
http://southasianvoices.org/2016-a-test-for-indias-democratic-institutional-capabilities/
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Source: Reserve Bank of India database (Trading Economics)
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Over the last two years, there has been more than 48 percent growth in FDI equity inflows and 37 percent in overall 
FDI inflows. This is pleasant news considering the fact that level of foreign direct investment was at its lowest in Feb-
ruary 2014 (as shown in Figure 1).

This has largely been made possible by a string of policy measures enacted to ease regulatory and procedural for-
malities in setting up and running a business. The improvement in ease of doing business has been complimented 
by an array of policy initiatives as exemplified by Skill India, Digital India, Start-Up India, Smart Cities, Atal Mission 
for Rejuvenation & Urban Transformation (AMRUT), to name a few. These initiatives have aimed to lay the founda-
tion for the next wave of investment and growth through a massive infrastructure push.

One of the key challenges for the government will be to ensure that real wages similar to growth levels in India also 
remain sustainably at a higher level across both urban and rural areas, while the Indian economy seeks to become 
the next factory of the world. Lessons from the economic history of East Asian economies like Japan and China 
show how a state-led development model in a relationship capitalistic set up may lead to the formation of an ex-
port-led manufacturing bubble in the long run.

The increasing Outward Foreign Direct Investment (OFDI) trend
India’s big businesses as well as small- and medium-scale enterprises have received continuous support from gov-
ernment-controlled finance plans. However, if we observe domestic industrial performance levels and the business 
confidence index, performance seems to be quite weak or underutilized due to both internal and external (what I 
call as endogenous and exogenous) factors.

While India continues to attract foreign investment into critical sectors, its own businesses are stagnating in their 
domestic performance and looking for opportunities to invest abroad/off-shore. This perceptible shift in Overseas 

https://drive.google.com/file/d/0B-Tv7_upCKANSjB1YTAyMWhWOUU/view?pref=2&pli=1
http://www.thequint.com/hot-wire/2016/04/27/pm-narendra-modis-make-in-india-pushed-fdi-higher-by-37-govt
http://www.tradingeconomics.com/india/ease-of-doing-business
http://www.livemint.com/Opinion/BvKRNgVqDXEp3C0Q6HMMYO/The-Make-in-India-bubble.html
http://southasianvoices.org/india-a-manufacturing-hub/


Foreign Direct Investment (OFDI) and Overseas Investment Destination (ODI) in the last few years is an interesting 
trend. While most of the Indian investment went to resource-rich countries such as Australia, United Arab Emirates, 
and Sudan earlier, the trend over the last two years points to a big push towards countries providing higher tax 
benefits such as Mauritius, Singapore, the Netherlands, and the British Virgin Islands.

Most Indian firms have invested there through Mergers and Acquisitions (M&As) transactions, where the expecta-
tion is that these companies will get access to better technologies and more extensive markets, which will enable 
them to cater to a global consumer base. As per a recent estimate, “M&A activity increased in 2014 with deals worth 
US$38.1 billion, compared to US$28.2 billion in 2013 and US$35.4 billion in 2012. There have been M&A deals worth 
US$28.8 billion in the first 10 months of 2015.”

The challenges ahead
In the years to come it remains to be seen if the Indian economy on a whole continues to perform better under 
Modi and whether the government can gradually make an effort to move away from the relationship capitalistic 
system in letting the markets freely compete across sectors, and if improved coordination can be established with 
the states on areas of policy implementation? It would be prudent for the government to focus more on promoting 
greater economic and financial freedom to states and local level political institutions.

Real prosperity can come from the ability of the Indian economy to grow an export-led manufacturing or via ser-
vice-led sectors, through more trade and investment, ensuring that growth transforms as one of the means by itself 
to achieving equitable, sustainable economic development. The current government at the same time must do 
away with its obsession with increasing FDI as an answer to all economic/financial woes and promote economic de-
velopment by focusing more on enhancing access to quality education (at a primary level) and primary healthcare 

http://www.ibef.org/economy/indian-investments-abroad


as the foremost means for communities/societies to get the opportunity to develop. The focus on driving greater 
investment from/to abroad must be complimented by socially investing this capital for long term returns. ■

Deepanshu Mohan Is Assistant Professor and Assistant Director for Centre of International Economic 
Studies at the Jindal School of International Affairs, OP Jindal Global University



Facilitating sub-regional 
trade for sustainable 

development

Bipul Chatterjee and Susan Mathew deliberate on why 
South Asia needs to adopt an oceanic circle model vis-

à-vis pyramid model for facilitating trade



Introduction
On 22nd April 2016, India’s Ambassador to the WTO Anjali Prasad handed over the instrument of acceptance for the 
WTO Trade Facilitation Agreement (TFA) to the WTO Director-General Roberto Azevêdo. Agreed at the WTO’s 2013 
Bali Ministerial Conference, the TFA would ease the cross-border trade in goods. Among many other potential ben-
efits, the agreement would enable India to expedite movement of goods and establish cooperation between cus-
toms and other authorities on customs compliance issues (WTO, 2016).

It took approximately two and half years for India to ratify the agreement. And India was just the 76th member out 
of 162 member states in the WTO to accept the TFA. The TFA will enter into force only once two-thirds of the WTO 
membership has formally accepted the agreement.

On the other hand, following the 18th Summit of the South Asian Association for Regional Cooperation (SAARC) 
held in Kathmandu, Nepal in November 2014, a renewed focus was initiated to promote sub-regional connectivity 
“through SAARC or outside it, among all of us or some of us.” So, on June 15, 2015, the Bangladesh-Bhutan-India-Nepal 
Motor Vehicle Agreement (BBIN MVA) was signed in Thimphu, Bhutan by the transport Ministers of the four South 
Asian countries.

The World Trade Report 2015 contemplates that the WTO TFA has the potential to increase global merchandise ex-
ports by up to $1 trillion per annum. On the other hand, the joint statement of the BBIN MVA claimed that trans-
forming transport corridors into economic corridors could potentially boost intra-regional trade within South Asia 
by almost 60 per cent and with the rest of the world by more than 30 per cent.

Given that devising and reaching a consensus for a multilateral agreement would require almost five times more 
resources compared to what a sub-regional agreement would entail, this article attempts to deliberate why South 



Asia needs to adopt an oceanic circle model vis-à-vis pyramid model for facilitating trade with sub-regional sustain-
able development as a focus.

The ‘new trade’ theoretical models developed in late 197Os and early 1980s depended heavily on the demand-side 
economies of scale. A country’s export by default was another country’s imports and if the country’s exports were at 
a steadily constant rate then the country’s imports would correspond to the returns to scale. It indicated that identi-
cal preferences in demand also generate more trade between countries.

The result was the formation of an economy where a few trading countries formed the base for key trade mandates 
and other countries follow–similar to a pyramid with a base country supporting numerous smaller national econ-
omies. So, in case of a crisis, the base country often incurred almost none to minor repercussions while the smaller 
national economies crumbled or folded with maximum losses.

... countries need to replace ‘bureaucratic diplomacy’ 
with ‘economic diplomacy’... benefit regional trade 
for sustainable development



The new era of sub-regional trade and connectivity of regional markets through ‘growth triangles’ challenges such 
pyramids. A primary reason behind the success of initiatives like BBIN1, BIMSTEC2, BCIM3, BCIN4, SASEC5 and SIJORI6 
is that they do not function as regional trade agreements per se but provide a regulatory circumference to enable 
policy environments. They are connected in figurative sense as oceanic circles so that a ripple in one part of the reg-
ulatory circumference enables the rest of the circles in the ocean to adapt and make space for future policy reforms.

The flow is not transferred; rather it is shared equally among the sub-region. In case of a backflow, the respective 
country absorbs it as a minor ripple, so the bigger the country, the higher its chances to create positive ripples or 
absorb the backflows. The reconfiguration of regulations to suit national and local requirements has shown success 
in the South Asian context. The next question that arises is how to scale up the policy environment to accommo-
date a sustainable link among the individual countries.

Insights from BBIN
The BBIN group of countries have a key factor which can support as well as undermine South Asian trade – land 
connectivity. The four countries have significant overlapping interests in terms of geography too, since they are part 
of the Trimurti7 – Indus, Ganges and Brahmaputra river basins, hence the key livelihood options revolve around ag-
riculture and water. Therefore, the success of seamless trade connectivity among BBIN countries would also contrib-
ute to local economic development. The majority of commodities used as raw materials for agriculture and industri-
al purposes in the BBIN countries are transacted through land and water transport services. Table 1 enumerates the 
transport services across land, water and air for BBIN countries from 2010-2013. Other than Nepal, which recorded a 
negative balance of trade in all the relevant transport services, all the other countries in BBIN have recorded a pos-
itive balance of trade in some transport services. The data also reveals that all the sections of BPM6 classification 
showed evidence of transaction across land and water (UN, 2010).



Bangladesh Bhutan India Nepal

▶ 3a.3-Other transport 
(other than passenger and 
freight), All modes (alternative 
breakdown)

▶ 3a.1-Passenger transport, 
All modes (alternative 
breakdown) 
▶ 3.2-Air transport
▶ 3.4-Postal and courier 
services

▶ 3a.2-Freight transport, 
All modes (alternative 
breakdown) 
▶ 3.3-Other modes of 
transport (other than sea and 
air)

-None

Product:10-Cereals Product:27-Mineral fuels, oils, distillation products, etc.

▶ ‘1006-Rice
▶ ‘1005-Maize (corn)
▶ ‘1001-Wheat and meslin
▶ ‘1003-Barley
▶ ‘1008-Buckwheat, millet and canary seed

▶ ‘2710-Petroleum oils, not crude
▶ ‘2707-Oils & other products of the distillation of high temp 
coal tar etc.
▶ ‘2716-Electrical energy
▶ ‘2703-Peat (including peat litter), w/n agglomerated
▶ ‘2702-Lignite w/n agglomerated, excluding jet

Table 1. BPM6 Code & Service label of transport services with positive balance of trade in BBIN averaged from 
2010-2013

Source: Trade Map, International Trade Centre, Geneva

Table 2. HS Code & Service label of key products with positive balance of trade in BBIN averaged from 2010-
2013

Source: ITC Trade Map, Accessed on 22nd April, 2014



A closer look at the products commercialised by BBIN reveal that cereals have the highest positive balance of trade 
after textiles and pharmaceuticals and mineral fuels, oils, distillation products, etc. have the highest negative bal-
ance of trade. Table 2 shows the product categories within cereals and mineral oils and allied products which have 
shown positive balance of trade. This indicates that key products like rice and electrical energy show potential in 
being transacted within the BBIN group of countries.

Figure 1 depicts the balance of trade for three categories in terms of trade deficit and trade surplus for the BBIN na-
tions with respect to the SAARC aggregation. The figure shows that BBIN nations have a positive balance for cereals 
in the SAARC aggregation with India leading. Transport and the mineral fuels etc. category have a trade gap with 
maximum negative balance in India followed by Bangladesh. It is interesting to note that Nepal and Bhutan have a 
low negative balance of trade in all three categories. The results indicate the low transaction for these commodities 
in the two countries as compared to other SAARC countries. A reflection of the different data discussed above can 
be seen at the field level, too.

In absolute terms, data shows that India has a 76 per cent export value and Bangladesh has 60 percent import value 
for cereal seeds (Mathew, 2015). For example, there is a high rate of informal trade in cereals seeds and grains across 
the Indo-Bangla border which also indirectly contributes towards ensuring food security for these countries (USAID/
EAT Project, 2014).

Scaling up of the policy environment
The BBIN MVA was not only a timely intervention given the present political buy-in for sub-regional economic in-
tegration, but it also brought renewed focus on the necessity to ease the process of harmonising procedures and 
regulations among the four South Asian countries (Banerjee, 2015). The MVA solved multiple issues, one of which is 
that the same vehicle could now go directly to the final destination in both the countries and then carry back con-
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signments when travelling back. This reduced much of the time and cost involved in unloading and reloading of 
vehicles in the Land Customs Stations (LCSs) and also helped in streamlining the transportation bottlenecks at all 
the LCSs (CUTS International, 2014).

Interestingly, the success of BBIN MVA has also facilitated a silent progress on a connectivity pact called the BBIN 
Railway Agreement, since India is expanding railway links with its neighbours through the Northeast part with the 
help of the Ministry of Development of North Eastern Region (DoNER), North East India.

The land connectivity discussions are bound to spill over to water at some point in the BBIN trade facilitation dia-
logues. The end result will be a robust emphasis from the BBIN countries to create an inland waterway (IWWs) sys-
tem as alternate routes for connectivity. These developments should be seen in view of the existing transportation 
of fly-ash on Indo-Bangladesh Protocol Routes. Pilot movement of fertilisers on the NW-18 by Indian Farmers Fertilis-
er Cooperative Limited (IFFCO) and TATA Chemicals is an example to depict that irrespective of the cargo contents 
IWWs can stimulate a considerable amount of economic activity.

The Food Corporation of India (FCI), one of the largest food distributors in the world, has also finalised protocol 
routes for pilot movement of food grains exclusively to the North-east through national IWWs (CUTS International, 
2015). The BBIN group of countries have also agreed to exchange lists of potential future/power projects to be un-
dertaken jointly among at least three countries. This would also support the current bilateral arrangements on flood 
forecasting for the four countries.

Conclusions
In the current context of liberalised free trade policies and increasing the ease of doing business, international reg-
ulatory frameworks can be reinforced to converge at sub-regional trade pacts. A remarkable understanding from 



the instances described above is that a considerable amount of trade going on among the BBIN group of nations is 
quite local in origin. The majority of commodities being transacted in the sub-regional trade are categorically locally 
sourced. Seed grains of cereals, fly-ash, fertilisers and food grains are directly linked to agricultural productivity and 
related economic activities in the local context.

Therefore, trade corridors along the BBIN will increase the economic dividends at a local level. This is precisely the 
argument behind the theory of oceanic circles. The local economies will generate the most tradable goods from lo-
cal levels which can be eventually collated and transacted at the regional level. These goods can be varied ranging 
from products like handicrafts, local plant varieties to services like successful models of community managed hydel 
pumps. The trade corridors will expedite connectivity and endure a sustainable movement of ripples extending 
around in the ocean.

To facilitate the policy environments in such cases, countries need to replace ‘bureaucratic diplomacy’ with ‘eco-
nomic diplomacy’. It is at this juncture grassroots groups and relevant advocacy voices need to come in and merge 
with political goodwill and trade connectivity initiatives. The local ripples from local advocacy will also feed into the 
bigger picture of regional policy integration and benefit regional trade for sustainable development. ■

Bipul Chatterjee is Executive Director and Susan Mathew is a Senior Programme Officer at CUTS 
International
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EBACE2016 showcased 
business aviation’s size, 

strength, diversity

Ed Bolen reviews Europe’s premier showcase for 
business aviation, which provided an opportunity for 

dialogue between regulatory authorities, business 
leaders and other stakeholders



The 2016 European Business Aviation Convention & Exhibition (EBACE2016) recently concluded as an ex-
tremely successful event, once again demonstrating the strength, size, and resilience of the European busi-
ness aviation community.

Held annually at the Palexpo center and Geneva International Airport in Geneva, Switzerland, and jointly hosted by 
the National Business Aviation Association (NBAA) and the European Business Aviation Association (EBAA), EBACE 
serves as Europe’s premier showcase for business aviation, while also providing an important venue to continue the 
vital dialogue between regulatory authorities, business leaders and other stakeholders.

EBACE2016 featured more than 450 exhibitors from more than 40 countries, across the largest show footprint yet 
for an EBACE, with attendees from more than 100 countries throughout the European region and beyond.

The event also served as a powerful venue for closing deals and generating headlines, with a variety of press confer-
ences held during the show, and more than 400 journalists from all over the world in attendance. A sold-out static 
display of aircraft included the first public appearances in Europe of the Pilatus PC-24 light jet and a VIP edition of 
the Boeing 787-8 by Boeing Business Jets - the largest aircraft ever displayed at an NBAA-sponsored event.

As EBAA President Brian Humphries noted, “We’re very pleased with the level of enthusiasm we’ve seen this year... In ad-
dition to the busy show floor and sold-out aircraft static display, our seminars and education sessions were well attended, 
and participants were very engaged with presenters and one another.”

The show’s Opening General Session lineup was among the strongest ever, featuring leaders from government and 
industry. Keynote speakers included former Foreign Minister of France and co-founder of Doctors Without Borders, 
Dr Bernard Kouchner; Executive Director of the European Aviation Safety Agency (EASA), Patrick Ky; and Channel IT 



Group founder and CEO Bassim Haidar, whose company utilizes business aviation in providing telecommunications 
and electricity in 23 countries in Asia, Latin America, Africa and the Middle East.

EBACE2016 also included an impressive roster of education sessions covering important industry topics and trends. 
The day-long EBACE Safety Workshop focused on key safety challenges affecting business aviation, while also dis-
cussing the International Standard for Business Aircraft Operators (IS-BAO) as an alternate means of compliance 
with EASA’s new Part-NCC (non-commercial operations with complex motor-powered aircraft).

The show’s popular Inspiration Zone also hosted a variety of sessions on timely topics, including a gathering of 
about 40 recent graduates and current students who attended the event’s third day for free as an introduction to 
the broad range of opportunities available within business aviation – from engineering and maintenance to mar-
keting and sales; from flight operations to interior design. Separately, a pop-up education session focused on what 

In addition to its traditional role as Europe’s most 
significant business aviation event, EBACE2016 
also provided a welcome opportunity to highlight 
advocacy efforts underway across Europe by EBAA



Bernard Kouchner, former French Minister of Health and co-founder of Doctors Without 
Borders, speaks at the Opening General Session



regions, health risks and quarantine procedures business aircraft operators should prepare for in parts of the world 
affected by the Zika virus.

Event highlights collaboration between international associations
In addition to its traditional role as Europe’s most significant business aviation event, EBACE2016 also provided a 
welcome opportunity to highlight advocacy efforts underway across Europe by EBAA, in many cases in collabora-
tion with NBAA.

In addition to work by the associations to foster the industry’s growth in the regions we represent, this collaboration 
through EBACE also illustrates how NBAA and EBAA come together on a variety of policy concerns at the forefront 
of our shared aviation community, and how that is reflective of our continuing work together on policies that mutu-
ally benefit the industry on a global scale.

For example, our shared efforts through the International Business Aviation Council (IBAC) on aircraft emissions 
policies for business aviation has emphasized our commitment to improve our industry’s already very small contri-
bution to greenhouse gas emissions. This is a core tenet of our position in the International Civil Aviation Organiza-
tion’s (ICAO) greater debate on the matter.

Another issue that we have mutually worked on is the elimination of an onerous and long-standing requirement 
by the US Transportation Security Administration (TSA) for security waivers affecting the intra-US segments of 
non-US-registered aircraft. In the past year, our continuing efforts with TSA have led to the elimination of that re-
quirement, out of recognition that the US government already receives sufficient security information about busi-
ness aircraft before they arrive in the country.



Along similar lines, a joint effort by NBAA and EBAA, again with IBAC, resulted in a favorable opinion from the World 
Customs Organization and the European Commission on regulations covering the temporary admissions policy for 
business aircraft that may only be in a European location briefly.

Working together, we have ensured that those regulations differ from policies applying to the airlines, out of recog-
nition of the unique operating models in our industry, and the implications of that reality for customs and importa-
tion duties.

For these reasons and many more, NBAA is actively involved with EBAA on a variety of policies affecting business 
aviation in Europe. It’s clear that NBAA and EBAA are more than trade-show partners and co-sponsors of EBACE; our 
associations present a united front against a variety of challenges that threaten our industry, whether speaking of 
the US, Europe, or other points around the globe. These challenges continue to underscore the significance of our 
combined efforts to respond to these uncertainties.

Just as EBACE is a premier event and the annual meeting place for the European business aviation community – 
bringing together business leaders, government officials, manufacturers, corporate aviation department person-
nel and all manner of people involved in nearly every aspect of business aviation – the shared conversation hosted 
through EBACE helps showcase our associations’ work to advocate for the industry on those issues throughout the 
entire year.

By every measure, EBACE2016 was a great success, and we are delighted with the support we continue to receive 
from exhibitors and attendees. Along with our partners at EBAA, NBAA looks forward to welcoming everyone back 
to Geneva for EBACE2017, which will take place from May 22 to 24, 2017.



As another demonstration of our industry’s scope, I would also like to invite readers of World Commerce Review to 
join the estimated 27,000 industry professionals attending this year’s NBAA Business Aviation Convention & Exhibi-
tion (NBAA-BACE2016), which will take place November 1–3, 2016, in Orlando, FL.

Widely regarded as the most important three days of business aviation, NBAA-BACE2016 will bring together current 
and prospective aircraft owners, manufacturers and customers into one meeting place to get critical work accom-
plished, all while once again showcasing the size, strength, and diversity of this vital global industry. ■

Ed Bolen is President and CEO of the National Business Aviation Association (NBAA)



Cayman Islands 
Aircraft Registry

Your registry of choice
Enhancing aviation 

safety through 
regulatory excellence

Unit 2 Cayman Grand Harbour
Civil Aviation Authority of the Cayman Islands
PO Box 10277
Grand Cayman, KY1-1003
Cayman Islands

Tel: 345 949 7811  |  Fax: 345 949 0761  |  Email: civil.aviation@caacayman.com  |  Web: www.caacayman.com

Untitled-3   1 11/03/2016   13:10



The Cayman Islands 
Aircraft Registry - a 

first class experience

Danielle Roman and Tracey Forbes examine how the CAACI 
has embraced the requirements and spirit of the Cape Town 
Convention, which has fortified the Cayman Islands’ position 

as an offshore market leader in both commercial and 
corporate jet financing and as an aircraft registry of choice



The Cayman Islands has long been recognised as a leading jurisdiction for cross-border aircraft financing. The 
efficient framework within the Cayman Islands for the registration of aircraft and aircraft mortgages, with a 
longstanding history of effective safety oversight which adhere to international standards of compliance, 
aircraft maintenance and airworthiness, is underpinned by the jurisdiction’s political stability and its highly 

developed, flexible, English-based legal system.

The extension of the Cape Town Convention on International Interests in Mobile Equipment and the associated Pro-
tocol on matters specific to Aircraft Equipment (the Cape Town Convention) to the Cayman Islands on 1 November 
2015 has symbolised the Cayman Islands’ commitment to the aviation industry and has solidified the Cayman Is-
lands aircraft registry’s position as a first class aircraft registry.

Joining the club - what is the Cape Town Convention and why is it so important?
Prior to the Cape Town Convention, there was no internationally accepted framework to govern the rights of cred-
itors and debtors over an aircraft. The mobile nature of an aircraft made it challenging to determine the true risk 
of a sale or financing of aircraft, resulting in difficulty in acquiring affordable financing and certainty of protection 
of interests. In an event of a default, there was no consistent set of internationally recognized remedies that could 
be sought by creditors and lessors, as regulations governing default and repossession of aircraft would differ from 
country to country.

The Cape Town Convention established an international legal framework for the creation and registration of inter-
national interests in helicopters, airframes and aircraft engines which fall within the meaning of ‘aircraft objects’ un-
der the Cape Town Convention. Creditors and other third parties with an ‘international interest’ in an aircraft object 
can register each separate interest on the International Registry to guarantee their priority of claim against other 



parties. They also have the comfort of an internationally recognized set of rights in the event of a debtor default or 
insolvency, as well as a framework for resolving disputes arising under the Cape Town Convention.

With the extension of the Cape Town Convention, Cayman Islands entities no longer have to ‘opt-in’ to legislation 
in order for the Cape Town Convention to be applicable, as was required under the previous legislative regime. This 
allows the Cayman Islands to offer creditors and lessors the protections provided under the Cape Town Convention 
which were not previously available.

The Cape Town Convention applies to a transaction where (i) there is an ‘aircraft object’ which meets the size re-
quirements set out in the Cape Town Convention, (ii) there is an international interest capable of registration under 
the Cape Town Convention and (iii) the debtor is located in and/or the aircraft is registered in a Contracting State 
(which would include the Cayman Islands).

The potential cost savings and protections afforded 
by the Cape Town Convention has fortified the 
Cayman Islands’ position as an offshore market leader 
in both commercial and corporate jet financing and 
as an aircraft registry of choice



What does this mean for the Cayman Islands aviation industry?
The implementation of the Cape Town Convention has been a welcome addition to the jurisdiction’s sophisticated 
aircraft finance regime. The advantages both owners and creditors have perceived over the last six months since 
implementation of the Cape Town Convention in the Cayman Islands include:

• additional comfort to financiers who are able to rely on international standards governing priority of their 
security and the range of remedies available under the Cape Town Convention in an event of default under 
finance documents;

• reduced costs to airlines through the ‘Cape Town discount’ from export credit agencies under OECD guide-
lines and The Export-Import Bank of the United States offering improved financing terms for buyers in 
countries which have ratified the Cape Town Convention; and

• beneficial owners in non-Contracting States (eg. Hong Kong) owning or leasing an aircraft through a Cay-
man Islands entity, as well as financiers and lessors seeking to lend or lease to those entities, may now be 
able to benefit from the advantages of the Cape Town Convention.

Creditor friendly declarations
There are certain provisions of the Cape Town Convention which only apply in respect of a Contracting State if it 
makes an opt-in declaration or an opt-out declaration to that effect.

The UK government has made a number of declarations on behalf of the Cayman Islands, including:

• Non-consensual rights: existing and future non-consensual rights and interests (eg. a lien of an airport au-
thority in respect of unpaid taxes) will have priority over all international interests, including those regis-
tered prior to 1 November 2015.



Signature

Entry into force

There are currently 71 Contracting States to the Cape Town Convention



• Remedies: all remedies available to creditors and lessors under the Cape Town Convention which are not 
expressed to require application to the court may be exercised without leave of the court.

• Cooperation with foreign courts: the Cayman Islands courts will co-operate to the maximum extent possi-
ble with foreign courts and foreign insolvency administrators in carrying out insolvency remedies set out 
in the Protocol.

• Speedy relief pending final determination: the Cayman Islands courts will grant interim relief within 10 
working days to creditors applying for preservation, possession or immobilization of an aircraft, pending a 
final determination.

• Alternative A: on the occurrence of an insolvency related event, the debtor (or insolvency administrator) 
shall (subject to certain conditions) give possession of the aircraft no later than at the end of a 60 calendar 
day waiting period.

These creditor friendly provisions provide greater certainty around the treatment of debtors in an insolvency sce-
nario, including cross-border insolvency cooperation between Contracting States.

CACCI’s first class service – what is the role of CAACI?
The Civil Aviation Authority of the Cayman Islands (CAACI) is the statutory body responsible for aviation regulatory 
oversight in the Cayman Islands and maintaining the Cayman Islands aircraft register (the Aircraft Register). CAACI 
has a reputation of being one of the most highly respected, user-friendly and recognised aircraft registries across 
the aviation industry, providing high quality support through a mission of ‘safety first’ with a dedicated team of pro-
fessionals for over 30 years.

CAACI is the registry of choice for many multinational corporate and high net-worth individual beneficial owners, 
with registered aircraft based globally in countries throughout Europe, Middle East, South America, Asia, North 



America and South Africa. CAACI has over 230 aircraft registered on the Aircraft Register from some of the world’s 
leading business aviation manufacturers, including Gulfstream, Boeing Business Jet, Airbus Corporate Jet, Embraer, 
Dassault Falcon, Cessna Citation and Bombardier Global Express.

The Cayman Islands facilitates a dual registration system for aircraft mortgages. Registrations can be made on the 
International Registry under the Cape Town Convention, as well as domestically on the register of aircraft mortgag-
es (the Mortgage Register) maintained by CAACI. When the Cape Town Convention applies, CAACI advise parties to 
continue to make registrations on the Mortgage Register with CAACI as an additional layer of protection if, for ex-
ample:

• if it transpired that the Cape Town Convention did not actually apply to the aircraft mortgage;
• there is a likelihood that the aircraft may need to be repossessed in a non-Cape Town Contracting State 

(which may not recognize the concept of an ‘international interest’ but will recognize the concept of a reg-
istered mortgage);

• the debtor refused consent to registration with the International Registry (whereas the debtor’s consent is 
not necessary to register an aircraft mortgage on the Mortgage Register); or

• the creditor or lessor wishes to have available to it additional remedies which may be available under do-
mestic Cayman Islands law but not under the Cape Town Convention.

The domestic registrations on the Mortgage Register remain relevant for mortgages over aircraft objects that do 
not meet the requirements under the Cape Town Convention.

From a practical perspective, CAACI has embraced the requirements and spirit of the Cape Town Convention. For 
example, the Cape Town Convention allows lenders and lessors to register an Irrevocable De-registration and Ex-



port Request Authorisation (IDERA), which facilitates the exercise of one of the remedies a creditor may exercise in 
the case of a default. CAACI readily accepts filings of IDERAs with the Aircraft Registry for Cayman Islands registered 
aircraft.

Up, up and away…
The much anticipated extension of the Cape Town Convention to the Cayman Islands has been welcomed with 
open arms by financiers, lessors and aircraft owners. The potential cost savings and protections afforded by the 
Cape Town Convention has fortified the Cayman Islands’ position as an offshore market leader in both commercial 
and corporate jet financing and as an aircraft registry of choice. We expect that the jurisdiction will go from strength 
to strength as an aircraft finance industry leader and continue to set the pace as a first class aircraft registry. ■

ABOUT THE AUTHORS
Danielle Roman is a partner at Mourant Ozannes, and is an experienced banking and finance specialist, advising on a 
broad spectrum of transactions, including asset finance (in particular aircraft and shipping), acquisition and leveraged 
finance, debt restructurings, project finance, real estate finance, securitisation and general corporate lending.

Tracey Forbes is an associate (registered with the Hong Kong law society as a Legal Assistant) in Mourant Ozannes’ Hong 
Kong office. Tracey has a broad range of experience in banking and finance matters.

Mourant Ozannes has an international reputation as having one of the leading offshore aircraft finance practices, advis-
ing on the laws of the Cayman Islands, BVI, Jersey and Guernsey.



Aircraft ownership 
solutions

KHMA offer a convenient, accessible and specialist 
services that reduce the administrative burden while 

maximising the benefits of ownership



Knox House Marine & Aviation (KHMA) forms part of Knox House Trust Limited, an Isle of Man licensed and 
regulated Corporate and Trust Services Provider.

KHMA offers owners of privately operated aircraft a comprehensive range of ownership, management and 
administration services that are bespoke to their requirements and delivered through a single point of contact.

Drawing upon a team of aviation experts and corporate service and trust practitioners, our considerable resource 
provides superior personal service with the convenience of instant access to highly technical support and advice. 
Our aim is simple: to offer convenient, accessible and specialist services that reduce the administrative burden 
while maximising the benefits of ownership.

KHMA’s summary of services includes:

• Advice on and supply of ownership structures (SPV’s) for your aircraft
• Aircraft VAT efficient structuring and planning
• Providing a solution for importing your aircraft, granting free circulation in the EU at a zero rate of VAT 

and duty, provided the aircraft is operated in such a way as defined as a ‘qualifying aircraft’
• Worldwide aircraft registration services
• Providing aircraft management and operations through our partner network
• Sourcing the highest level of insurance with competitive premiums through our partner network
• Sourcing finance to acquire your aircraft



KHMA’s aircraft services extend from aircraft ownership solutions, to registration, importation, ongoing manage-
ment and administration, insurance and finance. We establish an understanding of our client’s requirements from 
the initial enquiry stages and build a suitable solution to suit their bespoke requirements.

Through our partner network, KHMA can assist with operational services where flight planning, airfield slots, 
ground handling and land permits will be overseen. We will also ensure that the mandatory day to day administra-
tion, payments, book keeping and accounting duties are managed.

KHMA is a ‘one stop shop’ for all aircraft ownership, management and administration services and we are always de-
lighted to be of assistance. ■

Should you wish to discuss any of the services provided by Knox House Marine & Aviation, please contact us at  
enquiries@khmarineaviation.com, on +44 (0) 01624 631 710 or visit our website at www.khtlimited.com.

http://www.khtlimited.com


We exceed your expectations

Our word is our bond
We are an exclusive private aviation management company offering a bespoke, discreet service fully tailored to 
our clients’ requirements and expectations. Underpinned by customary values and eagle-eye attention to detail, 
nothing is too much trouble when it comes to providing the best possible service. Our team ensures that every 
detail of our clients’ flight and aircraft management is handled with grace and efficiency ensuring that only the 
finest will carry our clients to their destination in safety, on time and in the comfort and style they deserve. 

We are the complete service, seamlessly integrated into our client’s own operations and needs; discreet, 
professional and unassuming; we put the pleasure back into their privilege. Our name may be new, but out team 
have decades of experience in the aviation industry. We are absolutely dedicated to providing the finest aircraft 
management service in the world to the client.

www.hermesexecutiveaviation.aero

Hermes Executive Aviation - Private aircraft operations



Equipping managers 
to help the world

Alexandra Santos and Mathabo le Roux explain how 
a UN initiative is encouraging business schools to 
prepare students for tackling poverty and other 

development challenges



The United Nations recently announced sustainable development goals (SDGs) intended to galvanise world-
wide action on poverty reduction, food security, human health and education, and a range of other eco-
nomic, social and environmental objectives.

The United Nations Conference on Trade and Development (UNCTAD) estimates $3.9 trillion in annual investment 
into developing countries is needed to meet these goals. It is therefore clear that private sector buy-in to the devel-
opment agenda will be critical to advance the goals.

The good news is that the private sector does not lack the resources to contribute.

The growth of investment by multinational firms in developing countries over the last decade has been phenom-
enal. In search of new markets, resources and lower labour costs, investment in the developing world soared from 
less than 20% of the total in 2000 to more than 50% today, creating jobs and opportunities for local firms as suppli-
ers and partners to international businesses.

However, most of this investment has gone to middle-income emerging markets. Investment in least developed 
countries (LDCs) remains only a fraction of the total, at less than 2%. And a significant part of that investment is in 
large-scale resource-based projects that create relatively few jobs and linkages with local firms.

The challenge, then, is to mobilise private sector finance to flow to regions – and sectors – where need is greatest, 
and make sure adequate management skills are on the ground to ensure successful project implementation.

It would seem then that courting the private sector to support the SDGs will spring up almost as an auxiliary goal 
alongside the primary set of goals. In short: we have to get business to ‘get’ the business case of the SDGs.



While some novel approaches are already steering more capital towards development oriented outcomes, conven-
tional business approaches remain entrenched, particularly in markets where needs are most acute.

Most businesses systematically exclude the vast majority of the global population: their money bypasses low-in-
come markets, their products and services are beyond the reach of poor consumers and their business models of-
ten fail to recognise the poor as potential contributors to economic activity.

Mounting social and environmental challenges require a wholesale rethink of conventional business approaches in 
order for ‘finance for development’ to become the future mainstream investment.

The majority of managers in the world’s financial institutions and large multinational firms – the main sources of 
global investment – as well as most successful entrepreneurs tend to be strongly influenced by models of business, 
management and investment that are commonly taught in business schools.

The initiative has met with unprecedented 
enthusiasm from the business school community, 
confirming the interest in impact-oriented 
business practice and the need for an initiative of 
this nature



While business schools are increasingly factoring these dynamics into their curriculum planning, many programmes 
still focus on business models that work in developed country contexts. Not enough classroom time goes to explor-
ing the intricacies of doing business in lower-income, higher-risk contexts, which call for alternative approaches and 
different models.

This asymmetry has left most graduates unprepared for the par-
ticular challenges associated with underdeveloped markets and 
ill-equipped to invest and operate effectively in them.

Case studies are a case in point. These real-life examples have 
become an integral part of how the business school curriculum 
imparts knowledge and skills based on real-world business ex-
amples.

Yet less than 13% of these cases are based on real-life studies situated in developing countries. For LDCs that figure 
drops down to less than half a per cent.

The lower segments of the income pyramid are a diverse and viable market. Opportunities for graduates skilled in 
building and running business that cater to the Base of Pyramid are equally diverse, ranging from locally owned so-
cial enterprises and SMEs, non-profits and development organisations to impact investment firms and multination-
als seeking to expand their footprint to developing markets.

UNCTAD’s Division on Investment and Enterprise launched Business Schools for Impact (BSI) to help drive a mindset 
change. In partnership with key business school associations, it has built a robust network of 250 impact-oriented 

13%
Less than 13% of the case studies are based 
on real- life studies situated in developing 
countries. For LDCs that figure drops down 
to less than half a per cent



business schools committed to building awareness of the need to mobil-
ise investment management resources for sustainable development.

The platform provides educational tools and resources to equip students 
with the skills necessary to invest and operate in low-income regions. Ed-
ucational materials are complemented by opportunities for experiential 
learning in developing countries through fieldwork. Currently, the key 
platform elements include:

• Forty-eight impact-oriented teaching modules – in both elective 
and core courses – that can be introduced in existing curricula or used to 

build a new curriculum that puts sustainable development imperatives at the core of the teaching plan
• More than 50 case studies that (i) are located in relevant markets (23% per cent are in LDCs, 38% in Africa, 

33% in Asia, and 10% in Latin American and the Caribbe-
an); (ii) illustrate alternative business models and ownership 
structures; and (iii) focus on sustainable development sec-
tors, including agriculture, education, energy, health, water, 
and women and youth entrepreneurship

• Numerous internship opportunities in developing countries, 
and with social enterprises and SMEs, to give students prac-
tical exposure to operating in these markets. The internships 
are available in 16 developing countries across Africa, Asia 
and Latin America

250
In partnership with key business 
school associations, UNCTAD’s BIS has 
built a network of 250 impact- oriented 
business schools

40
Forty internships are available in 16 
developing countries, across Africa, 
Asia and Latin America, to give stu-
dents practical exposure to operat-
ing in these markets



The initiative has met with unprecedented enthusiasm from the business school community, confirming the inter-
est in impact-oriented business practice and the need for an initiative of this nature.

Since its official launch at the World Investment Forum in October 2014, the community has grown to more than 
650 educators, students and practitioners, representing 250 business schools and 100 companies and related insti-
tutions worldwide.

Business schools will be instrumental in developing a new generation of business leaders who can help solve our 
global development challenges. With Business Schools for Impact, UNCTAD hopes to spur schools into action and 
help equip them to do just that. ■

ABOUT THE AUTHORS
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tions Conference on Trade and Development (UNCTAD)
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Combatting climate 
change

Matthias Kroll looks at financing the 1.5°C limit by 
matching new ‘green helicopter QE’ with private capital



The international community of 195 countries has agreed on an ambitious agenda to curb climate change. 
In the Paris agreement they have decided to cut greenhouse gas emissions to a level that will limit the rise 
in average global temperatures to 1.5°C. To reach zero emissions at least by 2050 (and for a likely chance to 
stay below a rise of 1.5°C), we need to scale up and accelerate the move towards 100% renewable energy 

(RE). This requires annual expenditures on a very large scale. The International Energy Agency (IEA) has established 
that US$1 trillion pa of renewable energy investments would be needed to stay within the 2°C limit.

Currently, there are no exact figures available that asses the costs of achieving the new 1.5°C limit However, refer-
ring to the IEA sum it seems a realistic first estimation to place the required annual financial needs for climate in-
vestments between $1.5 to 2 trillion.

Due to this seemingly enormous figure, many observers assume that the realisation of such large scale expendi-
tures would require an abandonment of other consumer- and investment spending. However, this sacrifice is only 
necessary if we presume that economic resources are fully utilised and that a dollar spent on renewable energy 
would require a reduction in investments on other reasonable obligations like education and health care.

Unfortunately, the latter is – more or less – the presupposition of the majority of (microeconomic guided) main-
stream economists. However, in the existing capitalist world (and in the documented data of the Fed and the ECB), 
real capital resources (as well as the workforce) are continuously under-utilised. Furthermore, the money supply is 
not an external constraint but endogenously determined through the financial needs of the economy. The financial 
constraints for climate investments are therefore not a result of a lack of savings or (private) credit, but instead a lack 
of profitable climate investment opportunities.



According to the UNEP data, in current circumstances only RE investments of $285 billion are profitable and could 
be financed through the involvement of private capital. The question we now face is: how are we going to finance 
the gap between the current $285 billion and the needed $1,500 billion to $2,000 billion?

Where does the money come from?
It is still unclear how conventional financing sources can provide the minimum $100 billion per year necessary for 
the UN Green Climate Fund (GCF) in order to attract further investment from the private sector. Previous experience 
with financing commitments, from a CO2 tax or semi-public funds such as revenues from emissions trading, indicate 
that the sums actually disbursed will regularly fall short of the ones promised. For example, the current amount of 
grants provided to the UN Green Climate Fund stand at $10.4 billion in total, not per year.

... the governor of the Bank of England just recently 
argued that the risk to the stability of the financial 
system from climate change is a responsibility of 
central banks



‘Helicopter QE’ for the climate
An alternative way of financing and providing sums larger than $100 billion to the Green Climate Fund or multilat-
eral development banks (MDBs) could be the involvement of central banks. These can never become insolvent in 
their own currency due to their monopoly of issuing the legal tender–even if they purchase non-performing assets. 
The economic potential of central banks was witnessed during the bank bailout, leaving no apparent reason why 
they should not contribute to saving the climate with a fraction of the funds previously used. In order to do this, 
central banks would continue doing what most of them are currently doing to combat the effects of the financial 
crisis: buying bonds to create new liquidity.

To combat climate change, central banks would need to buy ‘Green Climate Bonds’ issued by the Green Climate 
Fund or designated multilateral development banks. By doing so, they would finance concrete RE investment proj-
ects rather than invest in government or corporate bonds. The monetary policies of the central banks would benefit 
from this new liquidity to finance real production instead of simply purchasing existing financial assets. So, instead 
of talking about ‘QE for the banks’ we should focus on ‘green helicopter QE for the climate’.

Interestingly, the governor of the Bank of England just recently argued that the risk to the stability of the financial 
system from climate change is a responsibility of central banks.

But how realistic is a new form of ‘green helicopter QE’ for the climate?
When the new limit of 1.5°C was agreed in Paris, the consequences of the financial crisis reached a new level. Today 
an increasing number of economist, think tanks and policy-makers realize that the traditional monetary tools of 
central banks (lowering interest rates and flooding the banks with liquidity), formerly crucial for combating an eco-
nomic recession, have lost their power.



Even conservative think tanks have started to recognize that central banks need a new effective tool to influence 
economic growth and the inflation rate, in order to react to the next global recession (which is probably just around 
the corner. Against their inherent neoliberal ideology they have started to advocate for a direct quantitative easing 
(QE) in the form of so called ‘helicopter money’.

‘Helicopter money’ is widely discussed
There is a good chance that central banks decide to implement these new tools of direct QE in the near future, 
handing out a three-digit sum of newly created money to citizens and governments. Such direct ‘helicopter QE’ ba-
sically means that central banks provide their governments with money to hand out directly to citizens or to finance 
additional and urgently needed public investment. One area where investments are strongly needed is the setup of 
a 100% renewable energy system in order to achieve the 1.5°C limit.

What does this mean for the global climate finance situation?
The introduction of ‘helicopter QE’ by central banks would provide a huge opportunity for implementing large scale 
financial tools for climate protection investments. No national budget or taxpayer would be burdened through 
the investments since they would be financed with newly created money. It would also be possible to provide the 
Green Climate Fund or multilateral development banks with money in the form of loans which virtually became the 
form of grants.

How did central bank loans become grants?
If Green Climate Bonds issued from the GCF or MDBs and purchased by the central banks had a virtually infinite ma-
turity, there would be no need to pay them back. Therefore, the money which the GCF or the MDBs receive from the 
central bank in return for the issued bonds can be regarded as a grant. Central banks can buy such ‘perpetual’ bonds 
due to their unique role in the financial system as creators of money. Other than normal banks, their primary job is 



not to earn money from savers and lend it to borrowers, but to provide the economy with sufficient money (legal 
tender).

As long as the balance sheet of a central bank is growing every year, they can buy ‘perpetual’ green climate bonds, 
take the bonds in their balance sheet and keep them there. While combatting the financial crisis over the last few 
years, the balance sheets of central banks have grown irregularly. However, in a study about new climate finance 
possibilities, the World Future Council identified a global scope for all central banks of roughly $700 billion a year, 
which could be used by central banks in order to buy ‘infinity’ bonds.

So, a figure of $100 billion a year for the GCF seems reasonable. Another advantage of such a Green Climate Bond 
system is its ability to start operating, even if at first only a few (strong) central banks are on board. Of course, the 
scope of money would then grow smaller in relation to the number of central banks which take part.

If central banks want to withdraw a part of the new liquidity created by the purchases of perpetual Green Climate 
Bonds, they could raise the reserve requirements and/or raise the interest rates to lower the demand for credit. 
Thus, central banks remain independent by executing their monetary policy.

But how could Green Climate Bonds become a new monetary tool for central banks to inject money directly in the 
economy, if they are used for RE investments in developing countries? Due to the fact that the majority of industrial 
capacities are in the developed countries, it could be strongly assumed that a large part of the new money for the 
RE investments would be invested in these countries.

This could be illustrated in a short example: the GCF or the MDBs have to choose a project to support. If the RE proj-
ect in a developing country needs eg. solar panels from China, wind turbines from Spain and Denmark and other 



related grid equipment from Japan and the US, the GCF or the MDBs have to issue Green Climate Bonds to the cen-
tral banks of these countries. Then the GCF or the MDBs would pay for the RE equipment and the new goods were 
produced in the developed countries. The needs of the central banks are now satisfied, because the new money is 
spent in their respective economies.

Simultaneously, a new RE power plant would be installed in the developing country, which would be impossible 
to finance without the support from the GCF or the MDBs. The new RE facility would produce green electricity and 
support the local economy. The benefit for the developing country is that it gains RE equipment from industrialized 
countries without the need to pay for it in a foreign currency.

The involvement of private capital
The example further assumes that the RE investment project would need, based on projected electricity prices, a 
30% start-up funding to be economically feasible. That means that a total RE investment of $1 billion would need 
funding of $300 million from the GCF or the MDBs. Because the project is then profitable, the balance of $700 mil-
lion could be obtained from private investors. Thus, a matching of ‘green helicopter QE’ with private capital to fi-
nance sufficient RE investments in order to reach the 1.5°C limit is possible.

The aim of the Green Climate Bonds is to finance otherwise unfeasible RE investments. This means it should make 
climate-friendly investments profitable in order to make them attractive for private investors. Other forms of private 
capital involvement are possible.

In addition, Green Climate Funds could be used as debt guarantee for private climate finance investments or as 
safeguard against currency or other political risk. The amount of Green Climate Bonds purchases from central banks 



should be related to (1) the needs of the achievement of the 1.5°C benchmark and (2) the need of central banks for 
an innovative monetary tool to inject new money directly in the economy.

Is there a lack of real capital to establish the RE transition?
Yet, if the finance challenge of the RE transition could be resolved, it had to be clarified whether the real capital side 
could deliver the necessary investment without a significant inflationary impact. This could be assumed if the indus-
trial capacities are underutilized.

The central banks of the United States (Fed), as well as the European Central Bank (ECB) have established data on 
the degree of utilisation of industrial production capacities. They find long-term average degrees of capacity utilisa-
tion of around 80% (Fed) and 81% (ECB). It should be noted that the degree of capacity utilisation even under boom 
conditions has never risen above 85%. Therefore, it could be assumed that firms adjust their capacities even before 
they reach full utilisation to prepare for increasing demand in the future.

There may be a mismatch between the free reserves of real capital, the qualifications of the currently unemployed, 
and the structure of the new demand for climate investments. However, a market economy with competing busi-
nesses is designed to absorb and balance such changes.

Therefore, it is to be expected that additional and often new demand structure will emerge, creating a correspond-
ing change in the supply structure. Initial mismatches will thus quickly dissipate and the RE transition could become 
a success. ■

Matthias Kroll is Chief Economist - Future Finance at the World Future Council



Methane regulations 
an expensive mistake

Tim Ball and Tom Harris examine the costs to the oil 
and gas sector by the EPA’s misguided regulations



According to a new study by American consulting firm ICF International, cutting methane (CH4) emissions 
from industry will be far more expensive than originally thought. The ICF report, released on June 2, 
demonstrated that the cost to reduce methane emissions from natural gas systems is $3.35/thousand cu-
bic feet (Mcf ) of methane reduced.

This flies in the face of the costs cited by Environmental Defense Fund of only $0.66/Mcf of methane reduced, a sta-
tistic EDF used in pushing for US Environmental Protection Agency (EPA) regulations on the gas.

Richard Hyde, interim executive director of ONE Future, the coalition of natural gas companies that sponsored ICF’s 
latest work, explains, “This new study provides cost estimates of methane abatement technologies that are more consis-
tent with current market realities.”

In their press release on the topic, ONE Future state, “The increased cost of methane reduction is higher than previously 
estimated largely due to higher assumed costs for leak detection and repair (LDAR) and revised assumptions regarding 
the ability of midstream segments to monetize the value of recovered gas…This analysis updates the list of known emis-
sion abatement technologies and provides revised costs estimates for each one.”

Methane emissions occur throughout the natural gas industry. They come from normal operations and mainte-
nance as well as due to unintended and irregular leaks and equipment venting.

Staggering costs
Although the new cost estimates are staggering, the EPA already recognized that methane regulations will be ex-
pensive. In their final rule on new, modified and reconstructed sources of methane from the oil and gas sector un-
veiled on May 12, the agency admitted that the regulations will add about $530 million—at least 25% higher than 

http://support.edf.org/site/PageServer?pagename=cut_pollution_from_oil_and_gas_industry&utm_campaign=meth&utm_source=googleplus&utm_medium=social-media
http://support.edf.org/site/PageServer?pagename=cut_pollution_from_oil_and_gas_industry&utm_campaign=meth&utm_source=googleplus&utm_medium=social-media
http://www.onefuture.us/press-release-one-future-statement-new-icf-study/
https://www.epa.gov/newsreleases/epa-releases-first-ever-standards-cut-methane-emissions-oil-and-gas-sector


their estimates only nine months earlier—in additional costs on the sector per year by 2025. Companies will have to 
upgrade pumps and compressors, and expand the use of technology designed to capture methane that can be re-
leased by newly fracked wells. The costs of exploring, producing, and delivering natural gas will all rise, likely driving 
many small oil and gas producers out of business and further threatening America’s energy security.

Yielding to the demands of environmental extremists, the EPA expanded the final regulation to include low-produc-
ing wells that generate less than 15 barrels per day of oil (or its equivalent) and increased leak inspection frequen-
cies at compressor stations.

The new EPA rule is part of the Obama administration’s fight to ‘stop climate change.’ In particular, it will help the 
United States move closer to President Barack Obama’s target of reducing oil and gas sector methane emissions by 
40-45% from 2012 levels by 2025. It also provides a legal stepping stone to regulating emissions from 1 million ex-
isting wells, something Obama promised during a March summit with Canadian Prime Minister Justin Trudeau.

The final impact of all this on consumers is unknown 
but undoubtedly significant

https://www.whitehouse.gov/the-press-office/2016/03/10/us-canada-joint-statement-climate-energy-and-arctic-leadership


The EPA formally started work on this extension to the current methane regulations by releasing a draft Information 
Collection Request (ICR) requiring companies to turn over reams of data about emissions, pollution-reducing equip-
ment, and associated costs. The ICR will impact 22,500 operators and 698,800 facilities. Canadian regulators plan to 
publish an initial phase of their proposed methane regulations by early 2017.

The final impact of all this on consumers is unknown but undoubtedly significant, in increased heating and cooking 
costs, not to mention rises in the prices of food and other products, the production, transportation and storage of 
which require energy.

Industry response
Oil and gas industry leaders have responded that methane regulations are not needed since the sector is already 
reducing emissions on their own.

They are right. Isaac Orr, Research Fellow in energy and environment policy with the Arlington Heights, Illi-
nois-based Heartland Institute pointed out, “Methane emissions from natural gas development have fallen nearly 15 
percent since 1990, despite the fact the United States increased natural gas production by more than 50 percent during 
this period and became the largest producer of natural gas in the world.”

Dr H Sterling Burnett, also an energy and environment policy with Heartland, explains why: “natural gas producers 
and pipeline operators already have a financial incentive to capture every bit of it they can and not lose it to leaks. As a 
result, less than one-and-a-half percent of all natural gas produced, is lost.”

Oil and gas leaders complain that the new rules are very tough on an industry already suffering due to low oil and 
gas prices, dwindling rig counts and thousands of lost jobs.

http://www.dentons.com/en/insights/alerts/2016/may/13/obama-methane-regulations-come-into-focus
http://www.prweb.com/releases/2016/05/prweb13413410.htm
https://www.heartland.org/h-sterling-burnett


They are right on this a well, of course. But, due to either ignorance or fear, they do not bring the most important 
point: any rules restricting methane are almost certainly pointless from a climate change perspective. Our knowl-
edge about the impact of methane emissions on climate is far too immature to warrant the imposition of crippling 
costs on the sector and a public that rely on inexpensive power for their prosperity.

EPA science critique
To understand the degree to which we have been misled on the science backing the methane reduction plans of 
Obama, Trudeau and other political leaders, consider the following from the EPA website. In its news release an-
nouncing the new regulations, the EPA states:

“Methane is the second most prevalent greenhouse gas emitted in the United States from human activities...”

This is the misleading since it ignores water vapor, which the EPA does because the United Nations Intergovern-
mental Panel on Climate Change (IPCC) ignores it. The IPCC concluded that, while humans produce water vapour 
(for example, from reservoirs), the amount is so small relative to the total in the atmosphere (water vapour is 95% of 
all greenhouse gases (GHG) by volume while carbon dioxide (CO2) and methane (CH4) are 4% and 0.36% respective-
ly) that our production is of no consequence.

They can’t possibly know this because we lack even remotely accurate measures of total atmospheric water vapour 
or how much it varies in space in time.

When climate alarmists finally recognized that there was an upper limit to the warming capacity of CO2, they need-
ed a new paradigm to continue the climate scare. After all, a variation in water vapour of at most 1% equals all the 
possible warming from human produced CO2.

https://www.epa.gov/newsreleases/epa-releases-first-ever-standards-cut-methane-emissions-oil-and-gas-sector
https://www.epa.gov/newsreleases/epa-releases-first-ever-standards-cut-methane-emissions-oil-and-gas-sector


At first glance, the new hypothesis sounded feasible: as the atmosphere warms due to rising CO2 levels, evaporation 
rates increase which amplify the supposed CO2-induced warming. In turn that leads to more evaporation and so on; 
in other words, a positive feedback.

Problem was, the hypothesis was quickly debunked by scientists in the field. The critical issue is called climate sensi-
tivity. This is a calculation of the amount of temperature increase caused by a CO2 increase. The IPCC Fourth Assess-
ment claimed a 2.0°C to 4.5°C increase range. This is much lower than earlier and the estimate keeps going down as 
the theory of positive feedback is rejected. In addition, if there is any sensitivity, it is offset by the negative feedback 
of increased cloud cover.

On the EPA web page describing the Obama/Trudeau agreement, the agency asserts:

“Methane is upwards of 25 times more potent than carbon dioxide in warming the planet …”

This comes from a dubious concept: the global warming potential (GWP) of each GHG, in other words, its effective-
ness in causing atmospheric warming in comparison with the warming supposedly caused by an equal mass of CO2 
(which is assigned a GWP of 1).

When scientists pointed out how small the amount of atmospheric methane actually was—only 0.00017% of the 
total atmosphere and 0.36% of the total greenhouse gases—activists had to find a multiplier. Yet, there has never 
been good evidence supporting the global warming potential idea. The GWP concept became especially attractive 
to campaigners when the focus was originally on methane from animals. Farmers were under attack from animal 
rights groups with particular intensity in the 1970s and 80s. When the global warming due to GHG meme came 
along, it provided an excellent vehicle for activists’ agenda.

https://blog.epa.gov/blog/2016/03/epa-taking-steps-to-cut-methane-emissions-from-existing-oil-and-gas-sources/


They said that methane from animals, especially beef cattle, was causing global warming and destroying the planet. 
The New Zealand governments even planned taxes on animal emissions of methane.

The charade was exposed by the EPA itself when they admitted:

“EPA and other organizations will update the GWP values they use occasionally. This change can be due to up-
dated scientific estimates of the energy absorption or lifetime of the gases…”

If GWP values were based on well-understood physics and real data, they would not change over time.

What slowed the methane from animals crusade was not better public understanding, but the fact that Mother 
Nature not cooperating. Just as the current 18-year global warming ‘hiatus’ is making a lie of activists’ predictions 
about the dangers of CO2, so the decline in the rates of increase in atmospheric methane levels (see Figure 1 from 
the IPCC Fifth Assessment Report), now not very different from zero, has refuted the methane argument.

Regardless, the very slight increase in methane levels since 2007 is not coming from hydrocarbon fuel production, 
according to a new study initiated by NOAA and other scientists around the world. Burnett explains, “Even the EPA 
acknowledges natural sources – or other sources, such as livestock or landfills – account for the vast majority of methane 
emissions, not natural gas production or transport.”

Next, the EPA claims:

“Globally, over 60% of total CH4 emissions come from human activities.”

http://www.treasury.govt.nz/publications/research-policy/wp/2005/05-02/19.htm
https://www3.epa.gov/climatechange/ghgemissions/gwps.html
http://energyindepth.org/national/new-nasa-study-undercuts-epa-finds-fracking-not-to-blame-for-increased-methane-emissions/
https://www3.epa.gov/climatechange/ghgemissions/gases/ch4.html
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Figure 1.
(a) Globally averaged CH4 dry-air 
mole fractions from UCI (green; four 
values per year, except prior to 1984, 
when they are of lower  and varying 
frequency), AGAGE (red; monthly), 
and NOAA/ESRL/GMD (blue; qua-
si-weekly). (b) Instantaneous growth 
rate for globally averaged atmos-
pheric CH4 using the same colour 
code as in (a). From the Fifth Assess-
ment report of the United Nations 
Intergovernmental Panel on Climate 
Change24.

https://www.ipcc.ch/report/ar5/wg1/
https://www.ipcc.ch/report/ar5/wg1/
https://www.ipcc.ch/report/ar5/wg1/
https://www.ipcc.ch/report/ar5/wg1/


Such confidence is irrational. It was only in 2006 that researchers discovered that rain forests are a major, previously 
uncounted, source of methane. Similarly, in 2010, it was found for the first time that a wide expanse of Arctic Ocean 
seabed is bubbling methane into the atmosphere.

If one is unsure about the amount of methane coming from natural sources, as indeed we are, you can’t determine 
the relative importance of the human contribution. And if one cannot determine our relative contribution, then 
another pillar supporting climate change alarm crumbles and, with it, funding for scientific research. Scientists who 
made the rain forest discovery must have realized what their research implied and back-pedaled.

The EPA next asserts:

“Methane is more abundant in Earth’s atmosphere now than at any time in at least the past 800,000 years. Due 
to human activities, CH4 concentrations increased sharply during most of the 20th century…”

There is no convincing empirical evidence to support this. The determination to find a human cause of assumed 
methane rise has created tunnel vision. A list of targets included;

• Termites: forest clearing in Africa created more termite habitat which supposedly increased methane emis-
sions. But then they discovered that termites numbers were overestimated by a factor of four.

• Beaver: the fur industry decline resulted in decreased trapping, and so more beaver, and so more beaver 
ponds, flooded land, thereby creating more methane. The actual numbers of beavers and the area covered 
by ponds proved insignificant.

• Cattle: there has been an increase in cattle, especially in North America. However, they ignored the parallel 
decrease in ruminants such as bison, elephants, and others. Those decreases are regrettable, but a fact in 

http://news.bbc.co.uk/1/hi/sci/tech/4604332.stm
https://www.newscientist.com/article/dn18614-methane-bubbling-out-of-arctic-ocean--but-is-it-new
http://www.scoop.co.nz/stories/SC0601/S00030.htm
https://www3.epa.gov/climatechange/science/causes.html


proper scientific assessment. In an apparent effort to appease political correctness, not included was the 
impact of 250 million sacred cows in India, or the increase in Asian rice paddies, the second largest source 
of human-produced methane.

• Permafrost: global warming was supposedly causing permafrost to melt, releasing more methane. Russian 
and other scientists, contradicted this claim.

This is worse than pseudo-science, it is deliberate deception to create ‘science’ for a political agenda.

Climate change concerns no excuse for methane rules
The White House web site explains the Obama administration’s excuse for draconian measures to reduce methane 
emissions:

“Reducing methane emissions is a powerful way to take action on climate change.”

The EPA estimates the costs of their new methane rules will be offset by $690 million a year in savings by 2025 from 
averting severe storms, floods and other consequences of climate change.

This is ridiculous. Even if it were correct that methane emissions from human activities is an important driver of cli-
mate change, EPA regulations are estimated to result in only 0.002°C of global warming by century’s end. Such an 
amount is too small to even be measured, let alone have any impact on climate-related events.

Regardless, this is another of the administration’s misleading circular arguments. They are saying, ‘we decided meth-
ane is a dangerous GHG, so, obviously reducing the level is important.’

http://permafrost.su/sites/default/files/Ambio.pdf
https://wattsupwiththat.com/2015/04/10/new-paper-debunks-permafrost-bomb/
https://www.whitehouse.gov/sites/default/files/strategy_to_reduce_methane_emissions_2014-03-28_final.pdf
http://www.cato.org/publications/commentary/epa-methane-regulations-are-wasted-energy


But the science does not back any of this. Industry stakeholders and states must highlight the EPA’s science mis-
takes if and when lawsuits are filed against the new methane rules.

English biologist, TH Huxley, a staunch advocate of Charles Darwin’s theory of evolution, once said, “The great trag-
edy of science – the slaying of a beautiful hypothesis by an ugly fact.” It certainly applies to the hypothesis that hu-
man-caused methane emissions are a threat to the climate. ■
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Climate science, 
energy policy, poverty, 

and Christian faith: 
how do they connect?

E Calvin Beisner finds that the campaign to fight global 
warming by reducing fossil fuel usage is condemning the 
world’s poor to high rates of disease and premature death



In the March 16, 2016, issue of Forbes astrophysicist Ethan Siegel’s article The Next Great Global Warming ‘Hiatus’ 
is Coming! sought to refute sceptics of catastrophic anthropogenic global warming (CAGW) by arguing that the 
apparent lack of statistically significant global warming over roughly the last 18 or 19 years is just one in a series 
of lulls in a long-term warming trend for which human action is responsible.

His article, deftly argued and accompanied by stunning graphs, is one of the best defenses of fears of CAGW I’ve 
seen in major media, so I’d like to begin by responding to it at some length.

Siegel begins with two frightening graphs (Figures 1 and 2), the first showing that during the first half of March 
most of North America was about 4.2°C warmer than the 1981–2010 average, and the second showing that for De-

Figure 1. CONUS temp anomaly March 2016 Figure 2. Skin temp rankings

http://www.forbes.com/sites/startswithabang/2016/03/16/the-next-great-global-warming-hiatus-is-coming/#48dde1ae372b
http://www.forbes.com/sites/startswithabang/2016/03/16/the-next-great-global-warming-hiatus-is-coming/#48dde1ae372b


cember 2015 through February 2016 the surface temperature of much of the world was warmer than at any time in 
the previous 67 years.

Scientists who believe in CAGW routinely use these sorts of images to generate fears. (The scary colours certainly 
help but are of purely emotional, not rational, value. Consider what happens if we turn that last graph from colour 
to grey scale-Figure 3).

Doesn’t look nearly so scary, does it? I’m not argu-
ing that colors shouldn’t be used—just pointing 
out that viewers need to distinguish between the 
emotional effect of alarming colors like the reds in 
this graph and the rational information being con-
veyed—and perhaps amplified.

But Siegel seems to undercut these graphs by ex-
plaining: 

“The first thing we have to realize is that there are 
two things at play here: long-term trends, which is 
the gradual warming we’re seeing over generation-
al timescales, and short-term variations, which are 
due to things like the seasons, volcanic eruptions, 
and weather events like El Niño and La Niña. The re-
cord-breaking temperatures we’re seeing across the 

Figure 3. Skin temp rankings, grey scale



globe are due to a combination of all the short-term and long-term variations superimposed atop one another, 
and so although February of 2016 was the hottest month ever recorded (note: don’t think this means through 
all human history. We haven’t been recording global temperature directly for more than about a century or very 
well for more than about 38 years—and the proxy temperature measurements going back farther give pretty 
good evidence that, eg, the Medieval Warm Period was warmer than today. But to return to Siegel’s words:) al-
though last month … was the hottest month ever recorded, that isn’t necessarily a reason to freak out. You see, 
we’re currently experiencing an El Niño event. 

… This peak in temperatures that we’re seeing now, the one that spans from 2015–2016, isn’t due to global 
warming. That is to say, most of the anomalously high temperatures we’re seeing are due to these short-term 
variations.”

Isn’t that reassuring? Siegel is no alarmist, is he? Maybe he even rejects alarmism.

... the overwhelming majority of the simulations 
depicts more than twice the warming actually 
observed



Don’t be too quick to breathe a sigh of relief. He immediately adds:

“But what should be far more concerning to anyone who wants to know the truth about climate change is this: 
the long-term rise in temperatures is continuing at a steady rate. The fact that temperatures appear to be rising 
at a rate of between 0.40–0.80°C (0.72–1.44°F) per century, unabated, is the real cause for concern. That’s what 
global warming really is, the slow, long-term rise in temperatures. That’s also the component that humans—
through emissions reduction, energy efficiency, renewable power, policy changes and (possibly) geo-engineer-
ing—can do something about.”

Figure 4. How ‘Skeptics’ View Global Warming Figure 5. How Realists View Global Warming



Before we go further, let me point out that a rate of change in global average temperature of 0.4–0.8°C per century 
is remarkably small. On any given day in most locales, the difference between high and low temperature is ten to 
twenty times that, and in any given year in most locales, the difference between summer and winter highs or sum-
mer and winter lows is twenty to forty or more times that—which is why my good friend Dr Richard Lindzen, who 
is Alfred P Sloan Professor of Meteorology, Emeritus, at Massachusetts Institute of Technology, says the proper re-
sponse to the entire roughly 0.8–1.0°C increase in global average temperature since 1880 is “So what?”

Now let’s get to the point of Siegel’s title, The Next Great Global Warming ‘Hiatus’ is Coming! That title is a jab at 
sceptics of CAGW. Siegel warns readers that since the record-breaking temperatures of the last few months (which 
will probably continue for a good part of this year before El Niño peters out) will soon be followed by the cool-
ing caused by La Niña (which normally follows), sceptics will immediately start claiming that global warming has 
stopped—or at least paused—since it could well be a decade or two, or three, before the long-term warming, with 
another unusually strong El Niño superimposed on it, brings us to new record highs.

He illustrates his point powerfully with an animated graph (from the website SkepticalScience.com) showing the 
difference between how what he calls ‘sceptics’ (He should be credited for using this nicer term than ‘deniers,’ which 
rhetorically associates those who question CAGW with those who deny the Holocaust) view global warming and 
how what he calls ‘realists’ (which kind of presupposes something, does it not?) view global warming (Figure 5).

Look back and forth between those a few times so their message sinks in. In both, the green lines with circles in 
them show the average annual global surface temperatures according to five widely recognized sources. In the first 
graph (Figure 4), ‘How ‘Skeptics’ View Global Warming,’ the nearly level (and sometimes even downward-sloping) 
blue lines show the pauses in global warming, and according to Siegel the sceptics point to any given pause as evi-
dence that global warming has stopped. (Actually, most don’t but argue from them in a different way that I’ll discuss 

http://SkepticalScience.com


shortly.) But as the red line in the second graph (Figure 5), ‘How Realists View Global Warming,’ shows, the long-term 
trend is clearly upward, and the pauses are really just that—pauses; none of them is a cessation.

(By the way, notice the scare quotes around ‘Sceptics,’ but the absence of any around ‘Realists’? That’s another rhe-
torical trick designed to shift your thinking without persuading you—just like calling his side ‘realists,’ for of course 
no one wants to question reality.)

Obviously, the long-term warming continues, despite the short-term pauses. Siegel then warns that “prominent 
climatologists … have made these arguments before ([and] will likely make [them] again), and they will be quoted in a 
great many news outlets and by numerous science writers.” But then he advises: “If you see an article that cites one of 
them claiming global warming has stopped and it isn’t yet 2033, the 17 years from now that we’re required to wait to see 
if the rise continues, please refer them back to this article.”

Convinced? Siegel thinks you should be, so he concludes: “the fact that the global average temperature is rising—and 
that it continues to rise—is a real long-term problem facing the entire world. Don’t let dishonest arguments”—(How does 
Siegel know they’re dishonest? How does he know they’re not because these ‘prominent climatologists’ disagree 
with his interpretation of the data?)—“Don’t let dishonest arguments that gloss over the actual issue dissuade you from 
the scientific facts. We can fool ourselves into believing that there isn’t a problem until it’s too late to do anything about it, 
or we can own up to what the science tells us, and face this problem with the full force of human ingenuity. The choice is 
ours.”

Yes, we do have some choices to make. But before we make them, I’d like to do a little testing of Siegel’s reason-
ing—which is quite representative of that by CAGW advocates generally.



Let’s begin by considering his caveat: “If you see an article … claiming global warming has stopped and it isn’t yet 2033, 
the 17 years from now that we’re required to wait to see if the rise continues, please refer them back to this article.” Siegel 
thinks a 17-year pause can fit comfortably in with the theory of CAGW—which is that human emissions of CO2 are 
driving dangerous global warming. There are some problems with that.

The first problem is that the least-squares linear regression of satellite global temperature data showed no global 
warming from February 1997 through October 2015, 18 years and 9 months (Figure 6). That’s more than 50% longer 
than the roughly twelve years shown in the last pause of the How ‘Sceptics’ View Global Warming graph Siegel used, 
and about 10% longer than the 17 years Siegel thinks would be consistent with the theory.

The current short-term warming Siegel at-
tributes to El Niño (and others attribute in 
part also to a reversal of the Pacific Decadal 
Oscillation from negative to positive—the 
two combined making for even more warm-
ing) has shortened the ‘pause,’ as illustrated 
in this graph, to 18 years and 8 months (June 
1997–January 2016, Figure 7) and will short-
en it further as El Niño’s influence continues, 
but the fact remains that at its maximum the 
period without warming significantly ex-
ceeded 17 years.

Figure 6. No global warming 18 years 9 months

http://wattsupwiththat.com/2016/02/06/the-pause-hangs-on-by-its-fingernails/


The second problem is that even climate scientists who embrace CAGW previ-
ously admitted that a period of just 15 years without warming would be difficult 
if not impossible to reconcile with the theory. In its State of the Climate in 2008 
the National Atmospheric and Oceanic Administration stated, “Near-zero and even negative trends are common for 
intervals of a decade or less in the simulations, due to the model’s internal climate variability. The simulations rule out (at 
the 95% level) zero trends for intervals of 15 years or more, suggesting that an observed absence of warming of this dura-
tion is needed to create a discrepancy with the expected present-day warming rate” (emphasis added, Figure 8).

Figure 7. No global warming 18 years 8 months Figure 8. State of the Climate 2008, ‘Near-
zero and even negative’

http://www1.ncdc.noaa.gov/pub/data/cmb/bams-sotc/climate-assessment-2008-lo-rez.pdf


Likewise, Phil Jones, Director of the Climate Research Unit at the University of East Anglia, said in an email to a col-
league in 2009, “Bottom line: the ‘no upward trend’ has to continue for a total of 15 years before we get worried.” So 
where did Siegel come up with 17 years?

The third problem is that the periods with and without warming over the last 40 years or so are about equal in 
length, which suggests that if the periods without warming aren’t sufficient to invalidate the climate models, nei-
ther are the periods with warming sufficient to validate them.

Now let’s go back to what I consider the most important paragraph of Siegel’s article: “The fact that temperatures 
appear to be rising at a rate of between 0.40–0.80°C (0.72–1.44°F) per century, unabated, is the real cause for concern. 
That’s what global warming really is, the slow, long-term rise in temperatures. That’s also the component that humans—
through emissions reduction, energy efficiency, renewable power, policy changes and (possibly) geo-engineering—can 
do something about.”

In short, Siegel recommends that we “do something about” this long-term temperature rise “through emission reduc-
tions, energy efficiency, renewable power, policy changes and (possibly) geo-engineering.”

I will address his prescription later, but it’s time now to consider a very intriguing fact. Without acknowledging it, 
Siegel implicitly gives away the store when he says, “temperatures appear to be rising at a rate of between 0.40–0.80°C 
(0.72–1.44°F) per century, unabated.” Ignore for the moment his saying the rise is ‘at a steady rate’ or ‘unabated,’ when 
the pauses even in the graph he offers of How ‘Skeptics’ View Global Warming show clearly that it is not steady but 
regularly abated. The key is in the rate he affirms: “between 0.40–0.80°C per century.”

http://wattsupwiththat.com/2012/10/15/noaas-15-year-statement-from-2008-puts-a-kibosh-on-the-current-met-office-insignificance-claims-that-global-warming-flatlined-for-16-years
http://wattsupwiththat.com/2012/10/15/noaas-15-year-statement-from-2008-puts-a-kibosh-on-the-current-met-office-insignificance-claims-that-global-warming-flatlined-for-16-years


How does this give away the store? The computer climate models on which the United Nations Intergovernmental 
Panel on Climate Change (IPCC), various national agencies, and various climate-change advocacy groups rely for 
their forecasts of anthropogenic global warming dangerous enough to justify abatement policies costing hundreds 
of billions to trillions of dollars predict that global average temperature should be rising at a rate of about 0.214°C 
per decade, ie, about 2.14°C per century. (And that’s only the warming that should be coming from human emis-
sions of CO2; if any of the long-term warming trend is natural, the combined trend should be even higher.)

But as climatologist John Christy of the University 
of Alabama, one of the best known of the ‘sceptics,’ 
has shown, the actually observed warming rate is 
about 0.079°C (according to weather balloon data) 
to 0.091°C (according to satellite data) per decade, or 
about 0.79°C to 0.91°C per century.

Figure 9 shows the projections for mid-tropospher-
ic temperature variations by 102 climate models, 
grouped into 32 groups in the dotted lines and as 
an overall average in the thick red line. It also shows 
the annual average of four weather balloon datasets 
in the green line with circles, and of three satellite 
datasets in the blue line with squares. All the data are 
graphed so that the trend lines meet at zero in 1979. 
As you can see, the model projections diverge rap-
idly from the observations in the early 1980s; from 

Figure 9. Tropical Mid-Tropospheric Temperature 
Variations Models vs Observations



1995 to about 2000 they rarely intersect the observa-
tions; and from 2000 onward they never intersect the 
observations.

Figure 10 shows the same data plotted as straight-
line trends. The red line shows the average of the 102 
computer models, the blue line the observations by 
weather balloons, and the green line the observations 
by satellites.

As these graphs show, the models predict about 2.4 
to 2.7 times as much warming as the satellite and bal-
loon data show.

As an aside, let me point out, in case you’re concerned 
because Christy’s data are for the mid-troposphere 

while Siegel’s are for surface temperatures, that according to greenhouse warming theory, the mid-troposphere 
should warm more than the surface, so these data don’t imply underestimates of surface warming trends.

Now, what warming rate did Siegel say is a “real cause for concern … that humans … can do something about”? 0.4 to 
0.8°C per century, or 0.04°C to 0.08°C per decade, based on surface temperature readings.

The computer models predict, on average, about 2.8 times as much warming as Siegel’s upper-end estimate of the 
observed long-term warming rate, and 5.4 times as much warming as his lower-end estimate.

Figure 10. Global Bulk Atmospheric Temperature



Furthermore, Siegel’s lower-end estimate of the ob-
served warming rate, 0.04°C per decade, is about half 
the balloon estimate of 0.079°C per decade, and his 
upper-end estimate, 0.08°C per decade, is about nine-
tenths of the satellite estimate of 0.091°C per decade.

In short, Siegel’s estimates of the actual warming rate 
are more sceptical than the ‘sceptics’ estimates!

Now let me back up to one of Siegel’s claims that I told 
you a little bit ago to ignore for a moment: that the 
observed warming has been at ‘a steady rate,’ ‘unabat-
ed.’ As I said then, the nearly flat blue lines in the graph 
he offers labeled How ‘Skeptics’ View Global Warming 
show that the warming is not steady but is regularly 
abated. But that’s not the only problem. The claim by 
those who believe in CAGW is that human emissions 

of CO2 have caused most of the global warming since about 1960. If CO2 is the primary driver, the temperature trend 
should follow it closely. But here’s what atmospheric CO2 concentration has done (Figure 11):

The red squiggly line shows the seasonal variation (because CO2 concentration rises in the Northern Hemisphere’s 
winter as plants go dormant and absorb less, and falls in summer as plants grow and absorb more), and the black 
line shows the smoothed average. What is clear is that CO2’s rise has been—shall we say, borrowing Siegel’s words 

Figure 11. Atmospheric CO2 at Mauna Loa Observatory



that inaccurately described global average temperature—‘steady’ and ‘unabated,’ not intermittent, like tempera-
ture’s.

In short, while the correlation between CO2 and temperature over the entire time is reasonably close, CO2’s curve 
does not show the intermittency that the temperature data show, which means the correlation is poor.

But poor does not equal nonexistent. There is in fact a correlation between atmospheric CO2 concentration and 
global average temperature. The problem for those who, like Siegel, insist that our CO2 emissions are the primary 
driver of global warming over the last half century or so is that the sequence is the opposite of what it should be for 
that theory to be true: temperature leads CO2 rather than vice versa.

Over very long time scales (measured 
in hundreds of thousands to millions 
of years), a study of Antarctic ice cores 
dating back 270,000 years published in 
Science in 1999 by H Fischer, et al. found 
that CO2 concentrations lagged tem-
perature by from 200 to 1,000 years. But 
what about shorter time scales? As illus-
trated in Figure 12, a study by O Hum-
lum et al. published in Global and Plane-
tary Change in 2013 examining the lags 
and leads between a number of annually 
averaged variables including

Figure 12. Global CO2, GISS and HadSST2

http://science.sciencemag.org/content/283/5408/1712
https://www.researchgate.net/publication/257343053_The_phase_relation_between_atmospheric_carbon_dioxide_and_global_temperature
https://www.researchgate.net/publication/257343053_The_phase_relation_between_atmospheric_carbon_dioxide_and_global_temperature


1. surface air temperature from the Climatic Research Unit of the University of East Anglia and the Hadley 
Centre,
2. surface air temperature data from the Goddard Institute for Space Studies,
3. surface air temperature data from the US National Climatic Data Center,
4. sea surface temperature data from the Hadley Centre,
5. lower troposphere air temperature data from the University of Alabama–Huntsville,
6. globally averaged marine CO2 data,
7. data on anthropogenic releases of CO2 from the Carbon Dioxide Information and Analysis Center, and
8. global warming potential data on volcanic eruptions

concluded that “changes in the amount of atmospheric CO2 always [lag] behind corresponding changes in air tempera-
ture,” with “the maximum positive correlation between CO2 and temperature … found for CO2 lagging 11–12 months in 
relation to global sea surface temperature, 9.5–10 months to global surface air temperature, and about 9 months to glob-
al lower troposphere temperature.”

Moreover, as Cornwall Alliance Senior Fellow and University of Delaware climatology professor David Legates ex-
plains in commenting on those studies, changes in ocean temperatures are good predictors of the observed chang-
es in atmospheric CO2 (because seawater releases CO2 as it warms and sequesters it as it cools) while CO2 released 
from anthropogenic sources is not well correlated with changes in total atmospheric CO2.

I will conclude this portion of my article with the observation that, as shown in Figure 13, climate models ‘run hot.’ 
The grey bars are based on 117 model simulations, and the black curves are smoothed versions of their simulated 
trends. The red hatching depicts observed trends from 100 reconstructions of the HadCRUT4 global temperature 
dataset. The left graph covers 1993–2012, in which only two of the grey bars fall within the red hatching. The right 

http://cornwallalliance.org/2012/12/carbon-dioxide-and-air-temperature-who-leads-and-who-follows/
http://cornwallalliance.org/2012/12/carbon-dioxide-and-air-temperature-who-leads-and-who-follows/
http://www.nature.com/nclimate/journal/v3/n9/fig_tab/nclimate1972_F1.html


graph covers the shorter period 1998–
2012, while only one grey bar falls within 
the red hatching.

As we saw earlier with the comparison of 
model simulations to satellite and weather 
balloon observations, the overwhelming 
majority of the simulations depicts more 
than twice the warming actually observed.

Nobel Prize-winning physicist Richard 
Feynman explained ‘the key to science’ this 
way:

In general we look for a new law by the fol-
lowing process. First we guess it. Then we 
compute the consequences of the guess 
to see what would be implied if this law 
that we guessed is right. Then we compare 
the result of the computation to nature, 
with experiment or experience, compare it 
directly with observation, to see if it works. 
If it disagrees with experiment it is wrong.

Figure 13. Trends in global mean surface temperature, 1993-2012 
and 1998-2012



In that simple statement is the key to 
science. It does not make any difference 
how beautiful your guess is. It does not 
make any difference how smart you are, 
who made the guess, or what his name 
is—if it disagrees with experiment it is 
wrong. That is all there is to it.

This is why more and more climate sci-
entists around the world are reassessing 
just how much warming should come 
from CO2 added to the atmosphere. The 
term for this is climate sensitivity, which 
climate scientists define as the amount 
that global average temperature should 
rise in response to doubled atmospheric 
CO2 concentration. Whereas the IPCC has, 
since 1988, estimated climate sensitivity 
at 1.5–4.5°C with 3°C as ‘best estimate,’ 
based on models, climate scientists in-
corporating increasing empirical data are 
offering significantly lower estimates, as 
Figure 14 shows.

Figure 14. Published Measurements of Climate Sensitivity to CO2 
Doubling



The blue dots represent estimates of transient climate response (TCR), that is, temperature change at the time of 
CO2 doubling. The red dots represent estimates of equilibrium climate sensitivity (ECS), that is, temperature change 
from doubled CO2 at equilibrium, after all climate feedbacks have been accounted for, which is generally estimated 
to take a century or more. As you can see, later estimates of both ECS and TCR are significantly lower than earlier 
estimates.

Keep in mind that the last of those studies was published in 2013. After that the ‘pause’ in global warming extended 
through two more years, offering additional reason to reduce both TCR and ECS estimates. As the Cornwall Alliance 
pointed out in A Call to Truth, Prudence, and Protection of the Poor 2014: The Case against Harmful Climate Policies Gets 
Stronger, “Newer, observationally based estimates have ranges like 0.3°C to 1.0°C (NIPCC 2013a, p. 7) or 1.25°C to 3.0°C 
with a best estimate of 1.75°C (Lewis and Crok 2013, p. 9).”

I’ll conclude this portion of my presentation this way: I think it’s highly likely that adding CO2 to the atmosphere will 
make global average temperature warmer than it otherwise would be, all other things being equal, but I think the 
magnitude of the warming will be much less—most likely in the range of one-third to one-half, but perhaps even as 
little as one-sixth—that predicted by the IPCC and other advocates of CAGW.

Because

• on average the computer climate models on which advocates of CAGW depend simulate two to three 
times the actually observed warming, and because

• over 95% simulate more warming than observed (which implies that the errors are not random, in which 
case they’d be equally often and equally much below as above, but rather are driven by some kind of bias, 
whether honest mistake or dishonest fudging, written right into the models), and because

http://www.cornwallalliance.org/wp-content/uploads/2014/09/A-Call-to-Truth-Prudence-and-Protection-of-the-Poor-2014-The-Case-Against-Harmful-Climate-Policies-Gets-Stronger.pdf
http://www.cornwallalliance.org/wp-content/uploads/2014/09/A-Call-to-Truth-Prudence-and-Protection-of-the-Poor-2014-The-Case-Against-Harmful-Climate-Policies-Gets-Stronger.pdf


• none of the models predicted the nearly 19-year absence of statistically significant global warming start-
ing in early 1997,

we can safely conclude that the models are invalidated. This in turn means they provide no rational basis for predic-
tions about future temperature or anything dependent on it—whether extreme weather events, rate of sea level 
rise, or changes in ecosystems or the human economy. And that in turn means they provide no rational basis for any 
policy in response to any such predictions.

At the same time, however, literally thousands of empirical—not modeling—studies reveal that adding CO2 to the 
atmosphere has tremendous beneficial effects for all living things. On average, for every doubling of CO2 concentra-
tion in the atmosphere, there is a 35% increase in plant growth efficiency. Plants grow better in warmer and colder 
temperatures and in wetter and drier soils, make better use of soil nutrients, and resist diseases and pests better, 
widening their ranges and, as shown in Figure 15, greening the planet. They improve their fruit-to-fibre ratio.

The result is more food for everything that eats plants—and everything that eats things that eat plants. Estimates 
of increased agricultural productivity due to the CO2 we’ve added to the atmosphere since about 1950 range from 
about 11% to 15%, with added crop value since 1960 estimated at about $3.2 trillion. Who benefits most from this? 
The world’s poor, who are most vulnerable to high food prices and benefit most from declining food prices.

So it is not only all the direct benefits of the energy we produce from fossil fuels—energy to light our homes and 
workplaces, to operate all our transport and communications systems, to run our hospitals, factories, and refrigera-
tors, indeed almost everything we do all day every day—it is not only all those direct benefits but also the indirect 
benefit of the biological enhancement from rising atmospheric CO2 that we owe to our use of fossil fuels. Any al-

http://web.uvic.ca/~kooten/Agriculture/CO2FoodBenefit(2013).pdf


leged costs from CO2’s influence on climate must be balanced against such gains, and any alleged climate-related 
benefits of reducing our CO2 emissions must be balanced against the reduction of these benefits.

This brings us to another aspect of this controversy—the one that, because of the Bible’s insistence on helping and 
protecting the poor, motivates my work in this field: the wisdom of policies prescribed to mitigate anthropogenic 
global warming. All of those policies emphasize the need to reduce CO2 emissions, and all call for us to do that by 

Figure 15. Estimated changes in vegetative cover due to CO2 fertilization between 1992 and 2012



‘decarbonizing’ the world’s energy systems—substituting renewable energy sources, especially wind and solar, for 
hydrocarbon, otherwise known as fossil, fuels.

I’m going to begin this discussion by asking you what you might think is a rather strange question: how many calo-
ries do you consume each day? If you’re about average for Americans, your answer was probably about 2,700. And if 
it was, you’re way off. Actually, the average American consumes about 186,000 calories per day.

Impossible, you say? Only if you count only food intake. But calories are measures of energy, and most of the calo-
ries we consume don’t come from food. They come from the energy we use when we turn on a light or computer, 
drive our cars, use our cell phones, or do pretty much anything else. Add that all up and, for the average American, 
it comes to about 186,000 calories per day—about 60 times as many calories as we get from food. And 98% of that 
energy is in the form of machine power. It serves us, minute by minute, uncomplaining, and it is largely responsible 
for the fact that Americans born today can expect to live nearly three times as long as their ancestors born before 
the Industrial Revolution.

Very few—perhaps 1 in 100—of our ancestors consumed that much energy in a day, and for them very little of it 
was in the form of machine power. It was instead mostly in the form of animal and slave labour. The animals and 
slaves got their energy from food. And in those days, average daily calorie intake from food per person was prob-
ably under 2,000, meaning that for anyone to benefit from 186,000 calories of energy per day required harnessing 
the energy equivalent, and the production equivalent, of about 93 slaves.

Today, instead, we get most of our energy from fossil fuels. Worldwide, about 87% of all energy consumed comes 
from fossil fuels, and most of the remainder from hydro (about 7%) and nuclear (4%). Harnessing energy through 



machines instead of animals and slaves enables us to benefit from a level of energy consumption that only a tiny 
minority had three centuries ago—even while abolishing slavery.

What this means is that the energy we derive from fossil fuels provides two great moral benefits: first, about 87% of 
all the products and services that give us longer, healthier lives than our ancestors, and second, the elimination of 
the demand for slave labour. That’s right: energy from fossil fuels played an integral role in the elimination of slavery 
from Western civilization.

Today, however, environmentalists call our use of fossil fuels an ‘addiction’ analogous to smoking tobacco or taking 
hallucinogenic drugs. They warn that by obtaining energy from coal, oil, and natural gas, we’re causing dangerous 
global warming—a claim I’ve just argued is at best grossly exaggerated. They demand that we curtail that use—
even stop it completely, even at a cost of literally trillions of dollars that otherwise be spent far more efficiently to 
reduce hunger and disease and increase education, health care, and other benefits worldwide.

One might as well demand that the average person cut his food intake from 2,700 calories a day to 300 because the 
other 2,400 are his ‘addiction’ to food. Abundant, affordable, reliable energy is indispensable to lifting and keeping 
whole societies out of poverty, and fossil fuels are and for decades to come will remain, along with nuclear and hy-
dro, the best sources.

The ministry I lead, the Cornwall Alliance for the Stewardship of Creation, has just published a new edition of the ex-
cellent study Fossil Fuels: The Moral Case. In it my friend Kathleen Hartnett White, former chairman and commission-
er of the Texas Commission on Environmental Quality, traces some of the benefits that come from fossil fuels.

Don’t misunderstand me. As my friend Dr William Happer, Cyrus Fogg Brackett Professor of Physics at Princeton, 
Emeritus, and former Director of the US Department of Energy’s Office of Science, notes in a forthcoming paper, 



“fossil fuels must be extracted responsibly, minimizing environmental damage from mining and drilling operations, and 
with due consideration of costs and benefits. Similarly, fossil fuels must be burned responsibly, deploying cost-effective 
technologies that minimize emissions of real pollutants such as fly ash, carbon monoxide, oxides of sulphur and nitrogen, 
heavy metals, volatile organic compounds, etc.” Those are the real risks from fossil fuels, and in developed countries 
we apply technologies that minimize them to the point where their risks are negligible and certainly aren’t enough 
to counterbalance the benefits of the energy we generate.

But carbon dioxide (safe for humans for long periods at 5,000 parts per million, exhaled by humans at 40,000 parts 
per million, and now at about 400 parts per million in the atmosphere as a whole) is not a pollutant, and because 
human material wellbeing depends heavily on access to abundant, affordable, reliable energy, and because fossil 
fuels are and for the foreseeable future will continue to be, along with nuclear and hydro, our best source of such 
energy, the demand to reduce our use of fossil fuels to reduce our CO2 emissions to reduce man-made global warm-
ing amounts to a demand to reduce human material wellbeing—which I believe is immoral.

Consider six graphs, all constructed at the marvellous Gapminder World website using World Bank, International 
Monetary Fund, United Nations, and other official data, demonstrating the relationship between hydrocarbon fuel 
use and three measures of human wellbeing: infant and child mortality, human life expectancy, and income per 
capita.

Fugure 16 graphs CO2 emissions per person against child mortality in 1940. Each circle represents a country, the siz-
es indicating relative population, and the colours representing GDP per capita by nation—yellow being high, green 
upper middle, red lower middle, blue low, and colourless not categorized. The higher a circle falls on the scale, the 
higher the per capita emissions of CO2. The farther to the right a circle falls, the higher the child mortality rate.



Figure 16. CO2 emissions per person indexed against 
child mortality, 1940

Figure 17. CO2 emissions per person indexed against 
child mortality, 2009

In 1940, for the vast majority of the world‘s people, CO2 emissions clustered under one-half ton per capita, and child 
mortality rates clustered between 200 and 400 deaths by age 5 per 1,000 born. Higher emissions, lower child mor-
tality rates, and higher income levels clearly correlate.

Sixty-nine years later, the circles have shifted to the left, showing declining child mortality rates; they have also 
shifted upward, showing rising CO2 emissions (Figure 17). In 2009, for the vast majority of the world’s people, CO2 
emissions cluster between 2 and 10 tons per capita (4 to 40 times the 1940 levels), and child mortality rates cluster 



Figure 18. CO2 emissions per capita indexed against life 
expectancy, 1940

Figure 19. CO2 emissions per capita indexed against 
life expectancy, 2009

between 20 and 60 deaths by age 5 per 1,000 born (about one-third to one-twentieth the 1940 rates) Higher emis-
sions, lower child mortality rates, and higher income levels clearly correlate.

Now we’ll compare 1940 and 2009 measures of human life expectancy. Here the circles’ horizontal location rep-
resents life expectancy. In 1940, for the vast majority of the world‘s people, when CO2 emissions, we remember, clus-
tered under one-half ton per capita, life expectancy clustered between 25 and 40 years (Figure 18).



In 2009, for the vast majority of the 
world‘s people, with CO2 emissions 4 to 
40 times higher, life expectancy clus-
ters between 65 and 75 years—about 
60 to 300 percent higher than in 1940 
(Figure 19). Higher emissions, high-
er life expectancy, and income levels 
clearly correlate.

Figure 20 shows GDP per capita, on 
the vertical scale, as a function of hy-
drocarbon fuel use, on the horizontal 
scale, from 1800 to 2010. If we value 
human material wellbeing, we want 
to see GDP per capita rising; it does so 
only as hydrocarbon fuel use also rises.

The call to reduce our use of carbon-based fuels is by implication a call to reduce our wealth. As of 2010, world GDP 
per capita was approaching $9,000—about one-fifth what it was in the United States at the time. To return to the 
1990 level of hydrocarbon fuel use would be to cut world GDP per capita by about two-fifths of that. To return to 
the 1970 level would be cut it by about two-thirds. And the cuts in GDP per capita would bring proportionate in-
creases in infant and child mortality and declines in life expectancy, as well as other losses to human wellbeing.

Figure 20. GDP per capita as a function of carbon use 1800-2010



As we see in Figure 21, ac-
cording to the IPCC’s cou-
pled climate and econom-
ic modelling, the world’s 
poorer nations measured 
by per capita income are 
expected to become rich-
est at the end of this cen-
tury and the next under 
the warmest scenario. Why 
does that happen? Be-
cause the climate models 
derive the magnitude of 
warming from the amount 
of economic growth, and 
they (safely) assume the 
economic growth to be 
driven primarily by fossil 
fuel use; the lower the fos-
sil fuel use (ie, the more 
successful the efforts to 

mitigate warming by reducing CO2 emissions), the lower the economic growth, and vice versa, the higher the fossil 
fuel use, the higher the economic growth.

Figure 21. Net GDP per capita, 1990-2200



In other words, even according to the IPCC’s own modelling, assuming high ‘climate sensitivity’ (how much warming 
comes from added CO2) even though as we have seen empirical observation increasingly points to low ‘climate sen-
sitivity,’ fighting global warming does more harm than good as measured by income per capita.

As an aside, here’s an ethical point to consider. Under all the IPCC’s scenarios, future generations are wealthier than 
the present generation. Calling for people today to bear the burden of trillions of dollars’ worth of climate mitiga-
tion by decarbonizing their energy systems means asking the poorer of today to sacrifice for the sake of the richer 
of tomorrow.

Why is it so important to consider the impact of CO2 reductions on economies? Because of this simple insight: The 
wealthier you are, the more different climates in which you can thrive, and the better able you are to survive ex-
treme weather.

The corollary is that the poorer you are, the less able you are to thrive in any climate, or to survive any extreme 
weather event. If your income is even equivalent to today’s lower-middle-class in America, you can live a healthy, 
safe, long life in any climate from the Arctic Circle to the Sahara Desert or the Brazilian rainforest. If you’re poor, you 
can’t thrive in the most idyllic tropical paradise.

These insights yield this implication: Since abundant, affordable, reliable energy promotes wealth, and nuclear and 
fossil fuels are now and for the foreseeable future will be our best sources of said energy, those sources enhance hu-
man thriving and survival, and human thriving and survival are reduced proportionate to the reduction in humans’ 
use of them.



As my friend John Christy, a climatologist at the University of Alabama and former missionary in Kenya, explains, the 
primitive energy system dominant among the world’s poorest 1.3 or so billion people works this way: the average 
woman in sub-Saharan Africa spends 6 to 8 hours per day gathering wood and dung as her primary cooking and 
heating fuel, leaving her precious little time and bodily energy for other productive activities to lift herself and her 
children out of poverty. Smoke from that kills about 4 million a year, mostly women and children, and debilitates 
hundreds of millions for varying periods and at varying degrees, because it causes upper respiratory diseases and 
eye infections.

The poor of this world desperately need to replace that primitive energy system with the modern one in which 
coal, natural gas, and nuclear materials are used to generate clean electricity delivered at scale (meaning in utterly 
enormous quantities), on demand (meaning it’s there, every time, instantly, when you need it), without interruption 
(meaning with no brownouts or blackouts), through grids not only for cooking and heating but also for light and 
refrigeration and automated clothes washing and drying and computing and industry and business and commerce 
and health care.

Some people will respond to all of this by saying, “I understand that energy is important to lifting and keeping people 
out of poverty, but why does it have to be fossil fuel energy? Why not power our grids with wind, solar, and biofuels to 
minimize global warming?” The answer is magnitude, cost, and dependability. It’s not just that we need energy. It’s 
that we need abundant, affordable, reliable energy.

As this chart from the Institute for Energy Research shows (Figure 22), it is less expensive to generate the vast 
amount of steady, on-demand, uninterrupted electricity that we need for human thriving from fossil fuels than from 
wind and solar. Don’t be deceived. While the estimated cost of new electric generating technology for onshore wind 
($86.60 per megawatthour) is lower than for conventional coal ($100.10) on a straight per-megawatt hour basis, 



there is a tremendous difference. Electricity gen-
erated from coal is dispatchable: ie, it is instantly 
available and not vulnerable to the intermittency 
of wind, sunlight, and river flow. Electricity gener-
ated from wind (and solar) is non-dispatchable, ie, 
it is subject to intermittency and requires instan-
taneous backup by dispatchable technologies.

As IER explains: “The more that no-dispatchable 
power is used, the more the electrical system re-
quires investments in dispatchable generation 
forms to back up its increased use. Government 
policies that promote the use of non-dispatchable 
power are equivalent to requiring consumers to buy 
and care for two vehicles: one that works when you 
need it, and another that works when it feels like 
it. The hidden costs of non-dispatchable power are 
substantial and should not be overlooked as part of 
the public policy discussion.”

The campaign to fight global warming by reducing fossil fuel use is at bottom a campaign to retain, especially in the 
world’s poor countries, the primitive energy system and its accompanying low incomes and high rates of disease 
and premature death. It is in fact a campaign of anti-humanism.

Figure 22. Estimated levelized cost of new electricity 
generating technologies



It follows that such a policy should be taken only if its benefits clearly exceed its costs, and that can only be true if 
the amount of warming caused by our CO2 emissions is very high indeed—in fact, significantly higher than even the 
IPCC claims. As we saw earlier, however, climate sensitivity is probably significantly lower than the IPCC claims, leav-
ing no justification for the campaign to decarbonize the world’s energy system.

The Second Great Commandment is, ‘Love your neighbour as yourself.’ In light of what I’ve presented here, I believe 
loving our neighbour implies rejecting the exaggerated claims of anthropogenic global warming, asserting the 
benefits of both the energy and the biological enhancement effects of fossil fuel use, and therefore rejecting calls to 
mitigate global warming by reducing CO2 emissions.

What are a few things you can do in light of this information, to help protect the world’s poor from misguided cli-
mate and energy policies?

Let me invite you to:

1. come to CornwallAlliance.org and read the studies and articles there by the roughly 60 scholars in our 
network;
2. sign our petition Forget ‘Climate Change’, Energy Empowers the Poor;
3. view our YouTube video series Greener on the Other Side: Climate Alarmism—Facts, Not Fear, in which we 
interview over 30 world-class scholars in this field, and share them with friends through social media;
4. show our new documentary Where the Grass Is Greener: Biblical Stewardship vs. Climate Alarmism to 
friends and at your church;
5. read and sign our Open Letter on Climate Change and send copies of it to your elected representatives at 
local, state, and federal levels;

http://cornwallalliance.org/
http://cornwallalliance.org/energyempowersthepoor/
https://www.youtube.com/playlist?list=PLwDZyO_WwG-aSkiDeb4lF9pt5coMawMtL
http://wherethegrassisgreenerthemovie.com/
http://cornwallalliance.org/landmark-documents/an-open-letter-on-climate-change-to-the-people-their-local-representatives-the-state-legislatures-and-governors-the-congress-and-the-president-of-the-united-states-of-america/


6. subscribe to our email newsletter to stay informed on new developments and how you can let elected 
officials know what you think on these issues;
7. follow and ‘Like’ us on Facebook; and
8. visit EarthRisingBlog.com, our blog specifically geared toward Millennials. ■
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